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1. Introduction

Motivated by the increasing interest in the covariant techniques for computation of the amplitudes in string theory, we provide a calculation scheme for vertex operators in pure spinor approach string theory in 10 dimensions [1,2]. The covariant methods turned out to be superior in order to derive manifest super-Poincaré invariant effective actions and to handle generic backgrounds (for example with RR fields such as $AdS_5 \times S^5$ and pp-waves) avoiding, for instance, GSO projections, sums over spin structures and light-cone contact terms. However, since the amount of symmetries that are manifest in the covariant formulation increases, also the number of auxiliary fields increases and a useful technique to compute the basic ingredients is needed. Here we provide such a procedure and some applications. First of all we give a brief review of the open superstring formalism, we explain the main idea and we outline the rest of the paper.

In the case of the open superstring, the massless sector is described by a vertex operator $\mathcal{V}^{(1)} = \lambda^\alpha A_\alpha$ at ghost number one where $\lambda^\alpha$ is a pure spinor (defined in appendix A) and $A_\alpha(x,\theta)$ is the spinorial component of the superconnection. The superfield $A_\alpha$ is completely expressed in terms of the gauge field $a_m(x)$ and the gluino $\psi^\alpha(x)$, for example as

$$A_\alpha(x,\theta) = \frac{1}{2}(\gamma^m \theta)_\alpha a_m(x) + \frac{1}{3}(\gamma^m \theta)_\alpha (\gamma^m \theta) \gamma \psi^\gamma(x) + \mathcal{O}(\theta^3). \quad (1.1)$$

The vertex operator $\mathcal{V}^{(1)}$ belongs to the cohomology of the BRST charge $Q = \int d\sigma \lambda^\alpha d_{\sigma \alpha}$, where $d_{\sigma \alpha}$ is defined in app. A, if and only if the components of $A_\alpha$ satisfy the linear
Maxwell and Dirac equations
\[ \partial^m (\partial_m a_n - \partial_n a_m) = 0, \quad \gamma^m_{\alpha\beta} \partial_m \psi^{\beta} = 0. \] (1.2)

The contributions \( O(\theta^3) \) are given in terms of the derivatives of \( a_m \) and \( \psi \) and are completely fixed by the equations of motion
\[ D_{(\alpha} A_{\beta)} - \gamma^m_{\alpha\beta} A_m = 0 \] (1.3)
given in [3], where \( A_m \) is the vectorial part of the superconnection and \( D_\alpha = \partial_\alpha + \frac{1}{2} (\gamma^m \theta)_\alpha \partial_m \) is the superderivative. The lowest components of \( A_\alpha \) in (1.3) are eliminated by a gauge fixing condition.

Even though the computation of all terms in the expansion of \( A_\alpha \) seems a straightforward procedure, technically it is rather involved. However, there exists a powerful technique which simplifies the task. The main idea is to choose a suitable gauge fixing such as for instance
\[ \theta^\alpha A_\alpha (x, \theta) = 0, \] (1.4)
which reduces the independent components in the superfield \( A_\alpha \). This choice fixes part of the super-gauge transformation \( \delta A_\alpha = D_\alpha \Omega \), where \( \Omega \) is a scalar superfield with ghost number zero. To reach the gauge (1.4), we have to impose \( \theta^\alpha (A_\alpha + \delta A_\alpha) = 0 \), which implies that \( \theta^\alpha D_\alpha \Omega = -\theta^\alpha A_\alpha \). Expanding \( \Omega \) as \( \Omega = \sum_{n \geq 0} \Omega_{[\alpha_1 \ldots \alpha_n]} \theta^{\alpha_1} \ldots \theta^{\alpha_n} \), all components with \( n \geq 1 \) are fixed except the lowest component \( \Omega_0 \), which corresponds to the usual bosonic gauge transformation of Maxwell theory.

Acting with \( D_\alpha \) on (1.4) and using the equations of motion (1.3), one gets the recursive relations
\[ (1 + D) A_\alpha = (\gamma^m \theta)_\alpha A_m \]
\[ DA_m = (\gamma^m \theta)_{\gamma} W^\gamma \]
\[ DW^\alpha = -\frac{1}{4} (\gamma^{mn} \theta)^\alpha F_{mn} \]
\[ DF_{mn} = -(\gamma_m \theta)_{\gamma} \partial_n W^\gamma \] (1.5)
where \( D \equiv \theta^\alpha \partial_\alpha \). So, given the zero-order component of \( A_m \), we can compute the order-\( \theta \) component of \( A_\alpha \). The same can be done for \( A_m \), the spinorial field strength \( W^\alpha \) and the bosonic curvature \( F_{mn} = \partial_m A_n \) making use of the other three equations. This renders
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3 The following gauge condition has a counterpart in bosonic string theory: \( x^m A_m (x) = 0 \).
This fixes the gauge invariance under \( \delta A_m = \partial_m \omega (x) \) and it coincides with the Lorentz gauge in momentum space \( \partial_{\mu} \tilde{A}_m = 0 \). The gauge fixing yields the equation \( (1 + x^n \partial_n) A_m = x^n F_{mn} \) which can be solved directly by inverting \( (1 + x^n \partial_n) \) and obtaining \( A_m = \int^x d^2 y [(1 + y^p \partial_p)^{-1} (y^n F_{mn}(y)) \).
the task of computing all components of $A_\alpha$ in terms of initial data $A_m(x) = a_m(x) + O(\theta)$ and $W^\alpha(x) = \psi^\alpha(x) + O(\theta)$ a purely algebraic problem (\cite{2} and \cite{3}). Moreover, one is able to compute all components of the superfields appearing in the (descent) ghost-number-zero vertex operator $V_\sigma^{(0)}$

$$V_\sigma^{(0)} = \partial_\sigma \theta^\alpha A_\alpha + \Pi^m_\sigma A_m + d_{\sigma\alpha} W^\alpha + \frac{1}{2} N^m_{\sigma\lambda} F_{mn},$$

which satisfies the descent equation $[Q, V_\sigma^{(0)}] = \partial_\sigma V^{(1)}$. Here $\sigma$ is the boundary worldsheet coordinate and $N^m_{\sigma\lambda} = \frac{1}{2} w_\sigma \gamma^{mn} \lambda$ is the pure spinor part of the Lorentz current. The operators $\Pi^m_\sigma$ and $d_{\sigma\alpha}$ are the supersymmetric line element and the fermionic constraint of the Green-Schwarz superstring \cite{6}, respectively.

In the present paper, we apply the same technique to IIA/IIB supergravity. We start from the vertex operators for closed superstrings, we derive the complete set of equations from the BRST cohomology, we define all curvatures and gauge transformations. Then, we impose a set of gauge fixing conditions to remove the lowest components of the superfields and we derive an iterative procedure to compute all components. We show that we need a further gauge fixing to fix the reducible gauge symmetries and we show that all chosen gauges can indeed be reached.

The procedure for closed strings is original by itself, but, more importantly, the present analysis leads to a generalization of (1.4) to all vertex operators, associated to both massless and massive states. Indeed, we will show that the gauge fixing (1.4) can be written in terms of a new nilpotent charge $K$ (with negative ghost number) as follows

$$\{K, V^{(1)}\} = 0 .$$

This imitates the Siegel gauge in string field theory. When restricted to massless states, this generalized gauge fixing condition reduces to the gauge fixing (1.4) for open superstrings and to the corresponding gauge fixing for closed strings discussed in the text. When applied to massive states, (1.7) also leads to a suitable gauge fixing. In the paper, we explicitly derive the gauge conditions for the first massive state for the open superstring. Again, (1.7) fixes all auxiliary fields in terms of the physical on-shell data and eliminates the lowest components.

As an application of the computation technique we calculate the vertex operator of linear $x$-dependent RR field strength. This amounts to expanding the superfields for closed strings up to fourth order in powers of both $\theta$ and $\hat{\theta}$ (where the hatted quantities refer to the right-moving sector of the theory). This new vertex operator is the starting point for studying $x$-dependent $C$-deformations which might give new insight in the superspace structure of supergravity \cite{4}.

As pointed out in \cite{5,6,7}, in the RNS framework \cite{1} vertex operators in the asymmetric picture are very useful to study the dynamics of D-branes. In fact, in the asymmetric
picture the vertex operator is not only expressed in terms of the RR field strength, but it is also parametrized by the RR potential. The analysis in [8] shows that the off-shell vertex operators directly couple the RR potentials to the worldvolume of the D-brane. We present a new method to relax the superspace constraints by adding new auxiliary fields and constructing the corresponding vertex operators. We show that it leads to a deformation of the superspace constraints (that, in 10 dimensions, force the physical fields to be on-shell), generalizing the method presented in [13] for \( N=1 \) \( D=10 \) SYM theory. The gauge transformations are studied and the vertex operators are expressed in terms of the RR potential.

In the present paper we only consider deformations (vertex operators) at first order in the coupling constant, neglecting the backreaction of background fields. For the complete sigma model for open, closed and heterotic strings see for example [14] and the one-loop computations [15].

The linearized form of supergravity equations written in terms of the BRST charges of the pure spinor sigma model gives us the framework to analyze some aspects of closed string field theory action. As is well-known, the action for closed string field theory has to take into account the presence of selfdual forms (for example the five form in type IIB supergravity). This can be done either by breaking explicitly the Lorentz invariance, or by admitting an infinite number of fields in the action [16]. We show that this action can be indeed constructed mimicking the bosonic closed string field theory action discussed in [17] (and in the references therein). We show that we can easily account for new fields which nevertheless do not propagate, and we check that the action has the correct symmetries leading to the complete BV action for type IIA/IIB supergravity.

In section 2, we derive the complete set of descent equations for vertex operators of closed superstrings and their gauge transformations. Moreover, we derive the consistency conditions for the gauge parameters. In section 3, we compute the complete set of equations in superspace and the equations of motion for the physical fields. In section 4, we construct the gauge transformations in terms of “physical” gauge parameters and we provide the gauge fixing conditions. Section 5 deals with the iterative procedure to extract the relations among supergravity fields and auxiliary fields. In section 6, we generalize the gauge conditions to massive states and we study the first massive state. The form of the vertex for non constant RR fields is given in section 7. Section 8 deals with an off-shell formulation of closed string vertex operators. Finally, in section 9 we make a proposal for the kinetic terms of a string field theory action for closed strings. In appendix A, we give some basic formulas for pure spinor superstring theory. In appendix B, we give the expansion of the auxiliary superfields up to order two in both fermionic coordinates,
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4 The construction of vertices with RR potentials in covariant formulation has been also discussed in [12]. There the authors consider constant RR potentials.
obtained by solving the iterative equations presented in section 5. In appendix C part of the superfields needed in the computation of the vertex for a linear $x$-dependent RR field strength are given.

2. Vertex Operators for Closed Superstrings

To compute correlation functions we need not only the ghost number $(1,1)$ local vertex $\mathcal{V}^{(1,1)}$, but we also need the integrated vertex operators $\int dz \, \mathcal{V}_z^{(0,1)}$, $\int d\bar{z} \, \mathcal{V}_{\bar{z}}^{(1,0)}$, and $\int dz \wedge d\bar{z} \, \mathcal{V}_{z\bar{z}}^{(0,0)}$. They satisfy the descent equations which we are going to discuss.

Introducing the notation $\mathcal{O}^{(a,b)}_{c,d}$ for local vertex operators with ghost number $a(b)$ in the left (right) sector and (anti)holomorphic indices $c(d)$, we identify

$$\mathcal{O}^{(1,1)}_{0,0} = \mathcal{V}^{(1,1)}, \quad \mathcal{O}^{(0,1)}_{1,0} = \mathcal{V}_z^{(0,1)} dz, \quad \mathcal{O}^{(1,0)}_{0,1} = \mathcal{V}_{\bar{z}}^{(1,0)} d\bar{z}, \quad \mathcal{O}^{(0,0)}_{1,1} = \mathcal{V}_{z\bar{z}}^{(0,0)} dz \wedge d\bar{z}. \quad (2.1)$$

The descent equations read\footnote{We use the square backets to denote both commutation and anti-commutation relations. The difference is established by the nature of the operators involved in the relations.}

$$[Q_L, \mathcal{O}^{(a,b)}_{c,d}] = \partial_c \mathcal{O}^{(a+1,b)}_{c-1,d}, \quad [Q_R, \mathcal{O}^{(a,b)}_{c,d}] = \bar{\partial}_d \mathcal{O}^{(a,b+1)}_{c,d-1}, \quad (2.2)$$

where $\partial = dz \partial_z$ and $\bar{\partial} = d\bar{z} \partial_{\bar{z}}$ are the holomorphic and antiholomorphic differentials. $Q_L$ and $Q_R$ are the BRST charges for holomorphic and antiholomorphic sectors, satisfying the anticommutation relation $[Q_L, Q_R] = 0$ (for their explicit form in terms of sigma model fields, see app. A). More explicitly, at the first level we have

$$[Q_L, \mathcal{V}^{(1,1)}] = 0, \quad [Q_R, \mathcal{V}^{(1,1)}] = 0, \quad (2.3)$$

while at the next level we get

$$[Q_L, \mathcal{V}^{(0,1)}_z] = \partial_z \mathcal{V}^{(1,1)}, \quad [Q_R, \mathcal{V}^{(0,1)}_z] = 0, \quad (2.4)$$

$$[Q_R, \mathcal{V}^{(1,0)}_{\bar{z}}] = \partial_{\bar{z}} \mathcal{V}^{(1,1)}, \quad [Q_L, \mathcal{V}^{(1,0)}_{\bar{z}}] = 0, \quad (2.5)$$

and, finally,

$$[Q_L, \mathcal{V}^{(0,0)}_{z\bar{z}}] = \partial_z \mathcal{V}^{(1,0)}, \quad [Q_R, \mathcal{V}^{(0,0)}_{z\bar{z}}] = -\partial_{\bar{z}} \mathcal{V}^{(0,1)}_{z\bar{z}}. \quad (2.5)$$

The vertex operators $\mathcal{O}^{(a,b)}_{c,d}$ are expanded in powers of ghost fields $\lambda^x$ and $\hat{\lambda}^\beta$ or in powers of the supersymmetric holomorphic and antiholomorphic 1-forms

$$X_z = \left( \partial_z \theta^\alpha, \Pi^m_z, d_z \lambda^\alpha, \frac{1}{2} \Lambda^m_{nm} \right), \quad X_{\bar{z}} = \left( \partial_{\bar{z}} \hat{\theta}^{\dot{\beta}}, \hat{\Pi}^p_{\bar{z}}, \hat{d}_{\bar{z}} \hat{\lambda}^{\dot{\beta}}, \frac{1}{2} \hat{\Lambda}^p_{pq} \right). \quad (2.6)$$
The explicit expression of these 1-form operators in terms of sigma model fields is given in appendix A. The coefficients are superfields of the coordinates $x^m$, $\theta^\alpha$ and $\theta^{\dot{\alpha}}$. A further relation is obtained by acting from the left on the first equation of (2.5) with $Q_R$ or on the second with $Q_L$. Using eqs. (2.4) and the commutation relations (A.3), one obtains

$$[Q_R, [Q_L, V^{(0,0)}_{zz}]] = \partial_z \partial_{\bar{z}} V^{(1,1)},$$

which turns out to be useful for the explicit computations in sec. 3.

Equations (2.3), (2.4), and (2.5) are invariant under the gauge transformations given by

$$\delta V^{(1,1)} = [Q_L, \Lambda^{(0,1)}] + [Q_R, \Lambda^{(1,0)}]$$

$$\delta V^{(1,0)}_{zz} = [Q_L, \tau^{(0,0)}_z] + \partial_z \Lambda^{(1,0)}, \quad \delta V^{(0,1)} = [Q_R, \tau^{(0,0)}_z] + \partial_z \Lambda^{(0,1)}$$

$$\delta \tau^{(0,0)}_{zz} = \partial_z \tau^{(0,0)}_z - \partial_{\bar{z}} \tau^{(0,0)}_{\bar{z}}$$

where the zero forms $\Lambda^{(0,1)}$ and $\Lambda^{(1,0)}$ have ghost number $(1,0)$ and $(0,1)$ and are proportional to $\lambda^\alpha$ and $\hat{\lambda}^{\dot{\alpha}}$, and the coefficients are superfields. The holomorphic and antiholomorphic 1-forms $\tau^{(0,0)}_z$ and $\tau^{(0,0)}_{\bar{z}}$ are to be expanded in terms of powers of the 1-forms $X_z$ and $X_{\bar{z}}$ given in (2.3) and their coefficients are again superfields.

In addition, the gauge parameters $\Lambda^{(0,1)}$, $\Lambda^{(1,0)}$, $\tau^{(0,0)}_z$, and $\tau^{(0,0)}_{\bar{z}}$ must satisfy the following consistency conditions

$$[Q_L, \Lambda^{(1,0)}] = 0 \quad [Q_R, \Lambda^{(0,1)}] = 0,$$

and

$$[Q_L, \tau^{(0,0)}_z] + \partial_z \Lambda^{(1,0)} = 0 \quad [Q_R, \tau^{(0,0)}_{\bar{z}}] + \partial_{\bar{z}} \Lambda^{(0,1)} = 0.$$  

These equations resemble the descent equations for the open string vertex operator $V^{(1)} = \lambda^\alpha A_\alpha$, but in that case there are boundary conditions for the fermionic fields: $\theta^\alpha(z) = \theta^{\dot{\alpha}}(\bar{z})$ at $z = \bar{z}$.

Equations (2.9) and (2.10) are further invariant under the gauge transformations

$$\delta \Lambda^{(1,0)} = [Q_L, \Upsilon^{(0,0)}], \quad \delta \Lambda^{(0,1)} = [Q_R, \hat{\Upsilon}^{(0,0)}],$$

$$\delta \tau^{(0,0)}_z = -\partial_z \Upsilon^{(0,0)}, \quad \delta \tau^{(0,0)}_{\bar{z}} = -\partial_{\bar{z}} \hat{\Upsilon}^{(0,0)}.$$

where $\Upsilon^{(0,0)}$ and $\hat{\Upsilon}^{(0,0)}$ are generic superfields. However, consistency with (2.8) imposes $\Upsilon^{(0,0)} = \hat{\Upsilon}^{(0,0)}$. The superfield $\Upsilon^{(0,0)}$ will be useful to define a suitable gauge fixing procedure and to take into account the reducible gauge symmetry of the NS-NS two form of 10-dimensional supergravity.
To derive equations (2.4) we can view the vertex operators $V_z^{(0,1)}$ and $\bar{V}_z^{(1,0)}$ as deformations of the BRST charges (A.2)

$$Q_L \rightarrow Q_L + \oint dz V_z^{(1,0)}, \quad Q_R \rightarrow Q_R + \oint d\bar{z} \bar{V}_z^{(0,1)},$$  \hspace{1cm} (2.12)

and the vertex operator $V_{zz}^{(0,0)}$ as the deformation of the action

$$S \rightarrow S + \int dzd\bar{z} V_{zz}^{(0,0)}.$$  \hspace{1cm} (2.13)

Eqs. (2.3) are derived by requiring the nilpotency of the new charges and their anticommutation relations.

In terms of the vertex operators $O_{c,d}^{(a,b)}$, the amplitudes on the sphere are defined in [18] as

$$A_{n+3} = \left\langle \left\langle V^{(1,1)}(z_1, \bar{z}_1)V^{(1,1)}(z_2, \bar{z}_2)V^{(1,1)}(z_3, \bar{z}_3) \prod_n \int dzd\bar{z} \gamma^{(0,0)} \right\rangle \right\rangle$$  \hspace{1cm} (2.14)

where the three unintegrated vertex operators are needed to fix the $SL(2,\mathbb{C})$ invariance on the sphere. An unintegrated vertex $V^{(1,1)}(z_1, \bar{z}_1)$ can be replaced by a product of $(1, 0)$ and $(0, 1)$ vertices $\oint dz V_z^{(0,1)} \oint d\bar{z} \bar{V}_z^{(1,0)}$ which has the same total ghost number and the same total conformal spin as the original vertex $V^{(1,1)}$. In [18] supersymmetry and gauge invariance were proven under the assumption that the prescription for the zero modes is the following

$$\langle \langle \gamma^{(3,3)} \rangle \rangle = 1$$  \hspace{1cm} (2.15)

where

$$\gamma^{(3,3)} = (\lambda_0 \gamma^m \theta_0 \lambda_0 \gamma^n \theta_0 \lambda_0 \gamma^p \theta_0 \gamma_{mnp} \theta_0)(\hat{\lambda}_0 \gamma^m \hat{\theta}_0 \hat{\lambda}_0 \gamma^n \hat{\theta}_0 \hat{\lambda}_0 \gamma^p \hat{\theta}_0 \hat{\theta}_0 \gamma_{mnp} \hat{\theta}_0).$$

3. Equations of Motion

In the present section we derive the equations of motion for the massless background fields in superspace from the BRST cohomology of the superstring. Let us start from the simplest equations (2.3) for the vertex $V^{(1,1)}$ whose general expression is

$$V^{(1,1)} = \lambda^\alpha A_{\alpha\beta} \hat{\lambda}^\beta.$$  \hspace{1cm} (3.1)

The superfield $A_{\alpha\beta}(x, \theta, \hat{\theta})$ satisfies the equations of motion [3]

$$\gamma_{mnopq}^{\alpha\beta} D_\alpha A_{\beta\beta} = 0, \quad \gamma_{mnopq}^{\dot{\alpha}\dot{\beta}} D_{\dot{\alpha}} A_{\alpha\beta} = 0,$$  \hspace{1cm} (3.2)
where $\gamma_{mnopq}^{\alpha\beta}$ is the antisymmetrized product of five gamma matrices. The pure spinor conditions imply that only the 5-form parts of the $D_\alpha A_{\beta\hat{\beta}}$ and $D_\hat{\alpha} A_{\alpha\hat{\beta}}$ are indeed constrained \[1\]. By using Bianchi identities, one can show that they yield the type IIA/IIB supergravity equations of motion at the linearized level. All auxiliary fields present in the superfield $A_{\alpha\hat{\beta}}$ are fixed by eqs.(3.2).

As outlined before, one can use different types of vertices to simplify the computations. Integrated vertices are written in terms of a huge number of different superfields, whose components are completely fixed by the equations of motion. As a result, these vertices are quite complicated expressions.

The set of superfields needed to compute $V^{(0,0)}, \ldots, V^{(1,1)}$ can be grouped into the following matrix

$$A = \begin{bmatrix}
A_{\alpha\hat{\beta}} & A_{\alpha p} & E^\alpha_{\hat{\beta}} & \Omega_{\alpha,pq} \\
A_{m\beta} & A_{mp} & E^\alpha_m & \Omega_{m,pq} \\
E^\alpha_{\hat{\beta}} & E^\alpha_p & P^\alpha & C^{\alpha}_{pq} \\
\Omega_{mn,\hat{\beta}} & \Omega_{mn,p} & C_{mn} & S_{mn,pq}
\end{bmatrix} \tag{3.3}$$

The first components of $A_{mp}$, $E^\beta_m$, $E^\alpha_p$ and $P^\alpha_{\hat{\beta}}$ are identified with the supergravity fields as follows

$$A_{mp} = g_{mp} + b_{mp} + \eta_{mp}\phi + \mathcal{O}(\theta, \hat{\theta}) \, , \tag{3.4}$$

$$E^\beta_m = \psi_m^\beta + \mathcal{O}(\theta, \hat{\theta}) \, , \quad E^\alpha_p = \psi^\alpha_p + \mathcal{O}(\theta, \hat{\theta}) \, ,$$

$$P^\alpha_{\hat{\beta}} = f^\alpha_{\hat{\beta}} + \mathcal{O}(\theta, \hat{\theta}) \, .$$

The fields $g_{mn}$, $b_{mn}$, $\phi$, $\psi^\alpha_p$, $\psi_m^\beta$ and $f^\alpha_{\hat{\beta}}$ are the graviton, the NS-NS two-form, the dilaton, the two gravitinos (the gamma-traceless part of $\psi^\alpha_p$, $\psi_m^\beta$), the two dilatinos (the gamma-trace part of $\psi^\alpha_p$, $\psi_m^\beta$) and the RR field strengths. IIA and IIB differ in the chirality of the two spinorial indices $\alpha$ and $\hat{\alpha}$. This changes the type of RR fields present in the spectrum. The first components of the superfields $\Omega_{m,pq}$ ($\Omega_{mn,p}$), $C_{mn}^\beta$ ($C^{\alpha}_{pq}$) and $S_{mn,pq}$ are identified with the linearized gravitational connection $\Gamma^t_{rs}$, the curvature of the gravitinos and the linearized Riemann tensor, respectively. The remaining superfields are the spinorial partners of the above superfields. In ten dimensions, the superspace constraints together with the Bianchi identities imply the supergravity equations of motion \[19\]. Those constraints are given in terms of the spinorial components $A_{\alpha\hat{\beta}}$, $A_{\alpha p}$, $E^\alpha_{\hat{\beta}}$ and $\Omega_{\alpha,pq}$. The structure of superspace formulation of type IIA and IIB supergravity in the present framework is also discussed in \[14\].

Given the vectors $X_z$ and $\hat{X}_\bar{z}$ (see (2.6)) we can explicitly write the vertex operator
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\[ \gamma_{\bar{z}z}^{(0,0)} = X_2^T \hat{A} \hat{X}_\bar{z} \] as

\[ \begin{align*}
\gamma_{\bar{z}z}^{(0,0)} &= \partial_\bar{z} \theta^\alpha A_{\alpha \beta} \partial_\bar{z} \hat{\theta}^\beta + \partial_\bar{z} \theta^\alpha A_{\alpha p} \hat{\Pi}_z^n + \Pi_z^m A_{m \beta} \partial_\bar{z} \hat{\theta}^\beta + \Pi_z^m A_{mp} \hat{\Pi}_z^n \\
&+ d_{\bar{z}a} E_{\alpha}^\beta \partial_\bar{z} \hat{\theta}^\beta + d_{\bar{z}a} E_{\alpha p} \hat{\Pi}_z^n + \partial_\bar{z} \theta^\alpha E_{\alpha}^\beta \hat{\bar{d}} z_\beta + \Pi_z^m E_{m}^\beta \hat{\bar{d}} z_\beta + d_{\bar{z}a} P_{\alpha \beta} \hat{\bar{d}} z_\beta \\
&+ \frac{1}{2} N_{zn}^m \Omega_{mn, \beta} \partial_\bar{z} \hat{\theta}^\beta + \frac{1}{2} N_{zn}^m \Omega_{mn, p} \hat{\Pi}_z^n + \frac{1}{2} \partial_\bar{z} \theta^\alpha \Omega_{\alpha, pq} \hat{N}_z^{pq} + \frac{1}{2} \Pi_z^m \Omega_{m, pq} \hat{N}_z^{pq} \\
&+ \frac{1}{2} N_{zn}^m C_{mn, \beta} \hat{d} z_\beta + \frac{1}{2} d_{\bar{z}a} C_{\alpha \gamma}^\beta pq \hat{N}_z^{pq} + \frac{1}{4} N_{zn}^m S_{mn, pq} \hat{N}_z^{pq}
\end{align*} \]

(3.5)

From equations (2.3), (2.4), (2.5) and (2.7) in the previous section we derive the complete set of equations for the background fields

\[ \begin{align*}
\left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right) & \quad D_{\alpha} A_{\beta \gamma} + D_{\beta} A_{\alpha \gamma} - \gamma_{\alpha \beta}^m A_{m \gamma} = 0 \\
\left( \frac{1}{2}, \frac{1}{2}, 1 \right) & \quad D_{\alpha} A_{m \beta} - \partial_m A_{\alpha \beta} - \gamma_{m \alpha \gamma} E_{\gamma}^\beta = 0 \\
\left( \frac{1}{2}, \frac{1}{2}, 1 \right) & \quad D_{\alpha} A_{\beta p} + D_{\beta} A_{\alpha p} - \gamma_{\alpha \beta}^m A_{mp} = 0 \\
\left( \frac{1}{2}, \frac{3}{2}, \frac{3}{2} \right) & \quad D_{\alpha} E_{\beta}^\gamma - \frac{1}{4} (\gamma_{mn})_{\alpha \beta} \Omega_{mn, \gamma} = 0 \\
\left( \frac{1}{2}, \frac{3}{2}, \frac{3}{2} \right) & \quad D_{\alpha} E_{\beta}^\gamma + D_{\beta} E_{\alpha}^\gamma - \gamma_{\alpha \beta}^m E_{m \gamma} = 0 \\
\left( \frac{1}{2}, 1, 1 \right) & \quad D_{\alpha} A_{mp} - \partial_m A_{\alpha p} - \gamma_{m \alpha \gamma} E_{\gamma}^p = 0 \\
\left( \frac{1}{2}, \frac{3}{2}, 1 \right) & \quad D_{\alpha} E_{p}^\beta - \frac{1}{4} (\gamma_{mn})_{\alpha \beta} \Omega_{mn, p} = 0 \\
\left( \frac{1}{2}, \frac{3}{2}, 1 \right) & \quad D_{\alpha} E_{m}^\beta - \partial_m E_{\alpha}^\beta - \gamma_{m \alpha \gamma} P_{\gamma}^\beta = 0 \\
\left( \frac{1}{2}, \frac{3}{2}, 2 \right) & \quad D_{\alpha} \Omega_{\beta, pq} + D_{\beta} \Omega_{\alpha, pq} - \gamma_{\alpha \beta}^m \Omega_{m, pq} = 0 \\
\left( \frac{1}{2}, \frac{3}{2}, 2 \right) & \quad D_{\alpha} P_{\beta}^\gamma - \frac{1}{4} (\gamma_{mn})_{\alpha \beta} C_{mn, \gamma} = 0 \\
\left( \frac{1}{2}, 1, 2 \right) & \quad D_{\alpha} \Omega_{m, pq} - \partial_m \Omega_{\alpha, pq} - \gamma_{m \alpha \gamma} C_{\gamma}^p q = 0 \\
\left( \frac{1}{2}, \frac{3}{2}, 2 \right) & \quad D_{\alpha} C_{\beta}^p q - \frac{1}{4} (\gamma_{mn})_{\alpha \beta} S_{mn, pq} = 0
\end{align*} \]

(3.6)

where the labels \((a, b, c)\) denote the scaling dimensions of the generators of the extended super-Poincaré algebra \((20)\) and pure spinor conditions given in app. A

Moreover, one obtains the following eight equations, which do not provide further information, since they are implied by \((3.0)\) and pure spinor conditions given in app. A
\[ N^{mn} \chi^\gamma D_\gamma \Omega_{mn,\dot{\beta}} = 0 \quad \hat{\lambda}^\gamma \hat{D}_\gamma \Omega_{\alpha,mn} \hat{N}^{mn} = 0 \]
\[ N^{mn} \chi^\gamma D_\gamma \Omega_{mn,p} = 0 \quad \hat{\lambda}^\gamma \hat{D}_\gamma \Omega_{m,pq} \hat{N}^{pq} = 0 \]
\[ N^{mn} \chi^\gamma D_\gamma \bar{C}^\alpha_{mn} = 0 \quad \hat{\lambda}^\gamma \hat{D}_\gamma C_\alpha^{mn} \hat{\bar{N}}^{mn} = 0 \]
\[ N^{mn} \chi^\gamma D_\gamma S_{mn,pq} \hat{N}^{pq} = 0 \quad N^{mn} \hat{\lambda}^\gamma \hat{D}_\gamma S_{mn,pq} \hat{N}^{pq} = 0 \]
\[ (3.7) \]

Since we assumed that the superfields \( \Omega_{mn,p}, \Omega_{m,pq}, \bar{C}^\alpha_{mn}, C^\alpha_{pq} \) and \( S_{mn,pq} \) correspond to the linearized curvatures of the connections, we can derive new equations needed for the iterative procedure outlined in the introduction. By contracting equations (3.6) with respect to the bosonic derivative and antisymmetrizing the bosonic indices, one obtains
\[
D_\alpha \Omega_{mn,\dot{\beta}} = \partial_{[m} \gamma_{n]|a} E^\gamma_\beta \quad \hat{D}_\beta \Omega_{\alpha,pq} = \partial_{[p} \gamma_{q]} \dot{\bar{E}}^\gamma_\alpha \hat{\gamma} \quad \hat{D}_\beta \Omega_{m,pq} = -\partial_{[p} \gamma_{q]} \dot{E}^\gamma_m \hat{\gamma} \\
(3.8) \]

(we define \( a_{[m}b_{n]} = a_m b_n - a_n b_m \)). The identification of the superfields \( \Omega_{mn,p}, \Omega_{m,pq}, \bar{C}^\alpha_{mn}, C^\alpha_{pq} \) and \( S_{mn,pq} \) with the linearized curvatures is automatically derived in the formalism [2], and equations (3.8) are the usual Bianchi identities.

In order to show that the above equations imply the supergravity equations of motion we proceed as follows. We first consider the third line of (3.8) and the \((\frac{1}{2}, \frac{3}{2}, \frac{3}{2})\) line of (3.6), that we recall for the reader convenience
\[
D_\alpha P^{\beta\dot{\gamma}} - \frac{1}{4} (\gamma^{mn})_\alpha^\beta C_{mn} \hat{\gamma} = 0 \quad \hat{D}_\alpha P^{\beta\dot{\gamma}} - \frac{1}{4} (\gamma^{pq})_\alpha^\beta C^{\beta}_{pq} = 0 \]
\[
D_\alpha C_{mn} \hat{\gamma} = \partial_{[m} \gamma_{n]} P^{\gamma\dot{\beta}} \quad \hat{D}_\beta C^\alpha_{pq} = \partial_{[p} \gamma_{q]} \dot{B}^\alpha_{\beta} P \hat{\alpha} \hat{\gamma} \]
\[ (3.9) \]

Acting with \( \gamma^m_{\alpha\sigma} \partial_m \) on \( P^{\sigma\dot{\beta}} \) and using the commutation relations of the \( D \)'s, one gets
\[
\gamma^m_{\alpha\sigma} \partial_m P^{\sigma\dot{\beta}} = (D_\alpha D_\sigma + D_\sigma D_\alpha) P^{\sigma\dot{\beta}} = \frac{1}{4} (\gamma^{mn})_\alpha^\sigma D_\sigma C_{mn} \hat{\gamma} \]
\[ = -\frac{1}{2} (\gamma^{mn})_\alpha^\sigma \gamma_m \sigma \gamma_\rho P^{\gamma\dot{\beta}} = \frac{9}{2} \gamma^m_{\alpha\sigma} \partial_m P^{\sigma\dot{\beta}} \]
\[ (3.10) \]

Here we also used the first equation of (3.3) and \( D_\alpha P^{\sigma\dot{\beta}} = 0 \) (which follows from (3.9)). In the second line we used the first equation in the second line on (3.8) and the identity \( (\gamma^{mn})_\alpha^\beta = -9 \gamma^m_{\alpha\sigma} \partial_m P^{\sigma\dot{\beta}} \). By performing the same manipulations on the hatted quantities we derive the equations
\[
\gamma^m_{\alpha\sigma} \partial_m P^{\sigma\dot{\beta}} = 0, \quad \gamma^m_{\alpha\sigma} \partial_m P^{\sigma\dot{\alpha}} = 0 \]
\[ (3.11) \]
Decomposing $P^{\alpha\hat{\beta}}$ in terms of Dirac matrices, it is straightforward to show that (3.11) implies the equations of motion for the RR fields.

Acting again with $\gamma^\alpha_n D_\alpha$ on (3.11) and using equations (3.9) one gets

$$0 = \gamma^\alpha_n \gamma^m_\alpha \partial_m D_\alpha P^{\beta\hat{\beta}} = \gamma^m_\alpha \gamma^\beta_\beta \partial_m C_{pq} \hat{\beta} = \partial^m C_{mn} \hat{\beta},$$

(3.12)

and analogously for $C^{\alpha}_{pq}$. These equations are the Maxwell equations for the curvature of the gravitinos. They are not enough to describe the dynamics of gravitinos and we have to invoke new equations coming from the second line of (3.8) and the $(\frac{1}{2}, \frac{3}{2}, 1)$ line of (3.8).

Applying $\gamma^m_\alpha \partial_m$ on $E^\sigma_p$ and with $\gamma^p_{\alpha\sigma} \partial_p$ on $E^\hat{\sigma}_m$, the same algebraic manipulations yield

$$\gamma^m_\alpha \partial_m E^\sigma_p = 0, \quad \gamma^p_{\alpha\sigma} \partial_p E^\hat{\sigma}_m = 0,$$

(3.13)

which are the Dirac equations for the gravitinos. These equations are gauge invariant under the gauge transformations discussed in the next section since the gauge parameters have to satisfy a field equation. In addition, as above, we find the equations

$$\partial^m \Omega_{mn,p} = 0, \quad \partial^p \Omega_{m,pq} = 0,$$

(3.14)

which are, at the lowest component of the superfield $\Omega_{mn,p}$ and $\Omega_{m,pq}$, the equations of motion of the graviton, the dilaton and the NS-NS form

$$\partial^m (\partial_m g_{n[p} + \partial_{m[b} n_{p]} + \eta_p[n \partial_m] \phi) = 0,$$

(3.15)

$$\partial^p (\partial_p g_{m[q]} + \partial_{[p} b_{m[q]} + \eta_{nm[q} \partial_p] \phi) = 0.$$

Pursuing this line of reasoning, one can derive similar equations for $E^{\beta}_{\alpha\hat{\gamma}}, E^\beta_{\alpha\hat{\beta}}, \Omega_{mn,\hat{\gamma}}$ and $\Omega^\alpha_{pq}$, which guarantee that the fields are either pure gauge or auxiliary fields. Finally, by studying the last line of (3.8) and the line $(\frac{1}{2}, \frac{3}{2}, 2)$ of (3.8), one derives new equations for $C^{\beta}_{pq}, C^{\beta}_{mn}$ and $S_{mn,pq}$, which do not give further information since they are implied by the previous ones.

4. Gauge Transformations and Gauge Fixing

In order to solve the equations of motion (3.6) and (3.8) it is convenient to choose a suitable gauge. Indeed, for supersymmetric theories, the large amount of auxiliary fields can be reduced by choosing the Wess-Zumino gauge. We first discuss the general structure of the gauge transformations (2.8), we then provide a gauge fixing and we finally check that this gauge can be reached. In the present framework, the gauge parameters $\Lambda^{(0,1)}$, $\Lambda^{(1,0)}$, $\tau^z_{(0,0)}$ and $\bar{\tau}^z_{(0,0)}$ satisfy equations (2.9) and (2.10) and they are defined up to the
gauge transformation (2.11). This additional gauge invariance is fixed by a further gauge fixing.

The general structure of the gauge parameters $\Lambda^{(0,1)}$, $\Lambda^{(1,0)}$, $\tau_{z}^{(0,0)}$ and $\tilde{\tau}_{z}^{(0,0)}$ is given by

\[
\Lambda^{(1,0)} = \lambda^{\alpha} \Theta_{\alpha} \quad \Lambda^{(0,1)} = \hat{\Theta}_{\dot{\alpha}} \hat{\lambda}^{\dot{\alpha}},
\]

and

\[
\tau_{z}^{(0,0)} = \partial_{z} \theta^{\alpha} \Xi_{\alpha} + \Pi_{z}^{m} \Sigma_{m} + d_{z} \Phi^{\alpha} + \frac{1}{2} N_{z}^{mn} \Psi_{mn} \\
\tilde{\tau}_{z}^{(0,0)} = \hat{\Xi}_{\dot{\alpha}} \hat{\partial}_{\hat{z}} \hat{\theta}^{\dot{\alpha}} + \hat{\Sigma}_{p} \hat{\Pi}_{z}^{p} + \hat{\Phi}^{\dot{\alpha}} \hat{d}_{\hat{z}} \hat{\lambda}^{\dot{\alpha}} + \frac{1}{2} \hat{\Psi}_{pq} \hat{N}_{z}^{pq}.
\]

where $\Theta_{\alpha}, \ldots, \hat{\Psi}_{mn}$ are superfields in the variables $x^{m}, \theta^{\alpha}$, and $\hat{\theta}^{\dot{\alpha}}$. In terms of these superfields, eq. (2.9) gives

\[
(\gamma^{mnpqr})^{\alpha \beta} D_{\beta} \Theta_{\alpha} = 0 \quad (\gamma^{mnpqr})^{\dot{\alpha} \dot{\beta}} \hat{D}_{\dot{\beta}} \hat{\Theta}_{\dot{\alpha}} = 0,
\]

while eq. (2.10) gives

\[
\begin{align*}
\Theta_{\alpha} + \Xi_{\alpha} &= 0 \\
D_{\alpha} \Theta_{\beta} - D_{\beta} \Xi_{\alpha} + \gamma_{\alpha \beta}^{mn} \Sigma_{m} &= 0 \\
D_{\alpha} \Sigma_{m} + \partial_{m} \Theta_{\alpha} - \gamma_{\alpha \beta}^{mn} \Sigma_{m} &= 0 \\
D_{\alpha} \Phi^{\beta} - \frac{1}{4} (\gamma^{mn})_{\alpha}^{\beta} \Psi_{mn} &= 0 \\
N_{mn}^{\lambda \gamma} D_{\gamma} \Psi_{mn} &= 0 \\
\end{align*}
\]

These equations look like the superspace field equations for SYM theory (cf. sec. 1), however the superfields $\Theta_{\alpha}, \Sigma_{m}, \Phi^{\alpha}$ and $\Psi_{mn}$ and the corresponding hatted quantities depend on $x^{m}, \theta^{\alpha}$ and $\hat{\theta}^{\dot{\alpha}}$. Therefore, the eqs. (4.4) are not sufficient to determine completely the components of those superfields. The free independent components are indeed the gauge parameters. We also notice that the last pair of equations is trivial when the previous equations and the pure spinor conditions are imposed. Finally, because of the similarity with SYM case, it is quite natural to impose the condition that $\Psi_{mn}$ and $\hat{\Psi}_{pq}$ are the linearized curvatures of $\Sigma_{m}$ and $\hat{\Sigma}_{p}$. Again, this assumption is automatic in [2]. The gauge
transformations of the superfields in $V_{2 \bar{2}}^{(0,0)}$ are given by

\[
\begin{align*}
\delta A_{\alpha \hat{\beta}} &= D_\alpha \hat{\Theta}_{\hat{\beta}} + \hat{D}_{\hat{\beta}} \Theta_\alpha \\
\delta A_{\alpha p} &= \partial_p \Theta_\alpha + D_\alpha \hat{\Sigma}_p; & \delta A_{m \hat{\beta}} &= \partial_m \hat{\Theta}_{\hat{\beta}} + \hat{D}_{\hat{\beta}} \Sigma_m \\
\delta A_{m p} &= \partial_m \hat{\Sigma}_p - \partial_p \Sigma_m. \\
\delta E_{\alpha \hat{\beta}} &= -\hat{D}_{\hat{\beta}} \Phi^\alpha; & \delta E_{\alpha \hat{\beta}} &= D_\alpha \hat{\Phi}^\hat{\beta} \\
\delta E_{\alpha p} &= -\partial_p \Phi^\alpha; & \delta E_{m \hat{\beta}} &= \partial_m \hat{\Phi}^\hat{\beta} \\
\delta \Omega_{\alpha, pq} &= D_\alpha \hat{\Psi}_{pq}; & \delta \Omega_{mn, \hat{\beta}} &= \hat{D}_{\hat{\beta}} \Psi_{mn} \\
\delta \Omega_{m, pq} &= \partial_m \hat{\Psi}_{pq}; & \delta \Omega_{mn, p} &= -\partial_p \Psi_{mn} \\
\delta P_{\alpha \hat{\beta}} &= 0 \\
\delta C_{\alpha \hat{\beta}} &= 0; & \delta C_{mn \hat{\beta}} &= 0 \\
\delta S_{mn, pq} &= 0.
\end{align*}
\]

From these equations, we easily see that the superfields $P_{\alpha \hat{\beta}}, C_{\alpha \hat{\beta}}, C_{mn \hat{\beta}}$ and $S_{mn, pq}$ are indeed gauge invariant, as expected, being linearized field strengths. At zero order in $\theta$ and $\hat{\theta}$ eq. (4.5) gives the gauge transformations of supergravity fields. For example, the first components of $\hat{\Sigma}_p = \zeta_p + \xi_p + \mathcal{O}(\theta, \hat{\theta})$ and $\Sigma_m = \zeta_m - \xi_m + \mathcal{O}(\theta, \hat{\theta})$ are to be identified with the parameters of diffeomorphisms $\delta g_{mp} = \partial_m \xi_p + \partial_p \xi_m$ and with the gauge transformations of the NS-NS form $\delta b_{mp} = \partial_m \zeta_p - \partial_p \zeta_m$. So, the zero-order terms of the gauge parameter superfields $\Theta_\alpha$, $\Sigma_m$, $\Phi^\alpha$ and of the corresponding hatted quantities are

\[
\begin{align*}
\Theta_\alpha &= \mathcal{O}(\theta, \hat{\theta}); & \hat{\Theta}_{\hat{\beta}} &= \mathcal{O}(\theta, \hat{\theta}) \\
\Sigma_m &= \zeta_m - \xi_m + \mathcal{O}(\theta, \hat{\theta}); & \hat{\Sigma}_p &= \zeta_p + \xi_p + \mathcal{O}(\theta, \hat{\theta}) \\
\Phi^\alpha &= \varphi^\alpha + \mathcal{O}(\theta, \hat{\theta}); & \hat{\Phi}^\hat{\beta} &= \hat{\varphi}^\hat{\beta} + \mathcal{O}(\theta, \hat{\theta})
\end{align*}
\]

Furthermore, the large amount of gauge parameters allows us to choose the gauge

\[
\begin{align*}
\theta^\alpha A_{\alpha \hat{\beta}} &= 0 & A_{\alpha \hat{\beta}} \hat{\theta}^\hat{\beta} &= 0 \\
\theta^\alpha A_{\alpha p} &= 0 & A_{m \hat{\beta}} \hat{\theta}^\hat{\beta} &= 0 \\
\theta^\alpha E_{\alpha \hat{\beta}} &= 0 & E_{\alpha \hat{\beta}} \hat{\theta}^\hat{\beta} &= 0 \\
\theta^\alpha \Omega_{\alpha, pq} &= 0 & \Omega_{mn, \hat{\beta}} \hat{\theta}^\hat{\beta} &= 0.
\end{align*}
\]

Indeed, we have at our disposal the parameters $\Theta_\alpha, \Sigma_m, \Phi^\alpha$ and $\Psi_{mn}$ and the corresponding hatted quantities to impose the gauge (4.7). Before showing that the gauge can be reached
we have to notice that the transformations (4.5) and the equations (4.3) are invariant under the residual gauge transformations (2.11)

\[
\begin{align*}
\delta \Theta_\alpha &= D_\alpha \Omega \\
\delta \Sigma_m &= -\partial_m \Omega \\
\delta \Phi^\alpha &= 0 \\
\delta \Psi_{mn} &= 0
\end{align*}
\]

\[
\begin{align*}
\delta \hat{\Xi}_\beta &= \hat{D}_\beta \Omega \\
\delta \hat{\Sigma}_p &= -\partial_p \Omega \\
\delta \hat{\Phi}^\beta &= 0 \\
\delta \hat{\Psi}_{pq} &= 0,
\end{align*}
\]

depending on the scalar superfield \( \Upsilon^{(0,0)} = \hat{\Upsilon}^{(0,0)} \equiv \Omega \). This requires an additional gauge fixing

\[
\theta^\alpha \Theta_\alpha + \hat{\theta}^\beta \hat{\Xi}_\beta = 0.
\]

To show that the gauge choice (4.7) can be reached by the gauge transformations (4.5), we have to solve, for instance, the equations

\[
\begin{align*}
\theta^\alpha (A_{\alpha\beta} + \delta A_{\alpha\beta}) &= 0, \\
(A_{\alpha\beta} + \delta A_{\alpha\beta}) \hat{\theta}^\beta &= 0,
\end{align*}
\]

and analogously for all other gauge conditions (4.7). By using the properties of the superderivative, gauge fixing (4.9), consistency conditions (4.4), and by defining the operators

\[
\begin{align*}
D &\equiv \theta_\alpha D_\alpha = \theta_\alpha \frac{\partial}{\partial \theta^\alpha}, \\
\hat{D} &\equiv \hat{\theta}^\beta \hat{D}_\beta = \hat{\theta}^\beta \frac{\partial}{\partial \hat{\theta}^\beta},
\end{align*}
\]

we get the following recursive equations

\[
\begin{align*}
(1 + D + \hat{D}) \Theta_\alpha &= -A_{\alpha\beta} \hat{\theta}^\beta - (\gamma^m \theta)_\alpha \Sigma_m, \\
(1 + D + \hat{D}) \hat{\Theta}_\beta &= -\theta^\alpha A_{\alpha\beta} - (\gamma^p \hat{\theta})_\beta \hat{\Sigma}_p \\
(D + \hat{D}) \Sigma_m &= A_{m\beta} \hat{\theta}^\beta + (\gamma^m \theta)_\beta \hat{\Phi}^\beta \\
(D + \hat{D}) \hat{\Sigma}_p &= -\theta^\alpha A_{\alpha p} - (\gamma^p \hat{\theta}) \hat{\Phi}^\gamma \\
(D + \hat{D}) \Phi^\alpha &= E_{\beta}^\alpha \hat{\theta}^\beta - \frac{1}{4} (\gamma^m \theta)^\alpha \Psi_{mn} \\
(D + \hat{D}) \hat{\Phi}^\beta &= -\theta^\alpha E_{\alpha}^\beta + \frac{1}{4} (\gamma^p \hat{\theta})^\beta \hat{\Psi}_{pq} \\
(D + \hat{D}) \Psi_{mn} &= \Omega_{mn,\beta} \hat{\theta}^\beta - (\gamma^m \theta)_{\gamma} \partial_n \Phi^\gamma \\
(D + \hat{D}) \hat{\Psi}_{pq} &= -\theta^\alpha \Omega_{\alpha pq} + (\gamma^p \hat{\theta})_\gamma \partial_q \hat{\Phi}^\gamma.
\end{align*}
\]

The operator \((D + \hat{D})\) acts on homogeneous polynomials in \(\theta^\alpha\) and \(\hat{\theta}^\gamma\) by multiplication by the degree of homogeneity and it does not change its degree. Therefore, the relations (4.12) are recursive in powers of \(\theta\) and \(\hat{\theta}\). They can be solved algebraically given \(A_{\alpha\beta}, \ldots, \Omega_{\alpha pq}\) order by order in \(\theta\) and \(\hat{\theta}\) and this proves that the gauge can indeed be imposed. Of course, to reconstruct the gauge-parameter superfields by means of the recursive equations (4.12), we also need lowest order data for them. These are the zero order supergravity gauge parameters (4.6). To obtain the last couple of equations we used the additional condition that \(\Psi_{mn}\) and \(\hat{\Psi}_{pq}\) are the linearized curvatures of \(\Sigma_m\) and \(\hat{\Sigma}_p\).
5. Iterative Procedure and Superfield Reconstruction

The next step is the derivation of the recursion equations for supergravity superfields. Acting with $D_\alpha$ and $\hat{D}_\beta$ on the gauge fixing conditions (4.7), and using the definition (4.11), it is straightforward to derive the recursion relations from eq. (3.6)

\begin{align}
(1 + D)A_{\alpha\beta} &= (\gamma^m \theta)_\alpha A_{m\beta} \\
DA_{m\beta} &= (\gamma_m \theta)_{\gamma} E^\gamma_{\beta} \\
DE^\alpha_{\beta} &= -\frac{1}{4}(\gamma_{mn} \theta)^\alpha \Omega_{mn,\beta} \\
D\Omega_{mn,\beta} &= -(\gamma_{[m} \theta)_{\gamma} \partial_{n]} E^\gamma_{\beta}
\end{align}

\begin{align}
(1 + \hat{D})A_{\alpha\beta} &= (\gamma^m \hat{\theta})_\alpha A_{m\beta} \\
\hat{DA}_{m\beta} &= (\gamma_p \hat{\theta})_{\gamma} E^\gamma_{\beta} \\
\hat{DE}^\alpha_{\beta} &= -\frac{1}{4}(\gamma_{pq} \hat{\theta})^{\hat{\beta}} \Omega_{\alpha,pq} \\
\hat{D}\Omega_{\alpha,pq} &= -(\gamma_{[p} \hat{\theta})_{\gamma} \partial_{q]} E^\gamma_{\beta}
\end{align}

\begin{align}
(1 + D)E^\beta_{\alpha} &= (\gamma^m \theta)_{\alpha} E^\beta_{m} \\
DE^\beta_{m} &= (\gamma_m \theta)_{\gamma} P^{\gamma\beta} \\
DP^{\alpha\beta} &= -\frac{1}{4}(\gamma_{mn} \theta)^\alpha C_{mn}^{\beta} \\
DC_{mn}^{\beta} &= -(\gamma_{[m} \theta)_{\gamma} \partial_{n]} P^{\gamma\beta}
\end{align}

\begin{align}
(1 + \hat{D})E^\alpha_{\beta} &= (\gamma^p \hat{\theta})_{\beta} E^\alpha_{p} \\
\hat{DE}^\alpha_{p} &= (\gamma_p \hat{\theta})_{\gamma} P^{\alpha\gamma} \\
\hat{DP}^{\alpha\beta} &= -\frac{1}{4}(\gamma_{pq} \hat{\theta})^{\hat{\beta}} C_{\alpha,pq} \\
\hat{DC}_{pq}^{\alpha} &= -(\gamma_{[p} \hat{\theta})_{\gamma} \partial_{q]} P^{\alpha\gamma}
\end{align}

\begin{align}
(1 + D)\Omega_{\alpha,pq} &= (\gamma^m \theta)_{\alpha} \Omega_{m,pq} \\
D\Omega_{m,pq} &= (\gamma_m \theta)_{\beta} C_{pq}^{\beta} \\
DC_{pq}^{\alpha} &= -\frac{1}{4}(\gamma_{mn} \theta)^\alpha S_{mn,pq} \\
DS_{mn,pq} &= -(\gamma_{[m} \theta)_{\gamma} \partial_{n]} C_{mn}^{\gamma}
\end{align}

\begin{align}
(1 + \hat{D})\Omega_{mn,\beta} &= -(\gamma^p \hat{\theta})_{\beta} \Omega_{mn,p} \\
\hat{D}\Omega_{mn,p} &= -(\gamma_p \hat{\theta})_{\gamma} C_{mn}^{\beta} \\
\hat{DC}_{mn}^{\beta} &= \frac{1}{4}(\gamma_{pq} \hat{\theta})^{\hat{\beta}} S_{mn,pq} \\
\hat{DS}_{mn,pq} &= (\gamma_{[p} \hat{\theta})_{\gamma} \partial_{q]} C_{mn}^{\gamma}
\end{align}

A given superfield appears in two groups of equations in order that both its $\theta$ and $\hat{\theta}$ components are fixed. Inside each group there is an iterative structure (see [4] and [5]) which allows us to solve those equations recursively given the initial conditions and there is a hierarchical structure among the different groups of equations which allows us to solve them subsequently. To provide the initial data, we identify the lowest-components of the
matrix superfield $A$ in (3.3) with supergravity fields

$$A = \begin{bmatrix}
0 & 0 & 0 & 0 \\
g_{mp} + b_{mp} + \eta_{mp}\phi & \psi_m^\beta & \omega_{m,pq} & f^\alpha_{pq} \\
0 & \psi_\alpha^-p & 0 & c^\alpha_{pq} \\
0 & \omega_{mn,p} & c_m^\beta & s_{mn,pq}
\end{bmatrix} + \mathcal{O}(\theta, \hat{\theta}), \quad (5.5)
$$

where the linearized gravitational connection and curvatures are given by

$$\begin{align*}
\omega_{m,pq} &= (\partial_pg_{mq} - \partial_qg_{mp}) + (\partial_pb_{mq} - \partial_qb_{mp}) + (\eta_m\partial_p - \eta_p\partial_m)\phi, \\
c_m^\beta &= (\partial_m\psi_n^\beta - \partial_n\psi_m^\beta), \\
s_{mn,pq} &= (\partial_m\omega_{n,pq} - \partial_n\omega_{m,pq}),
\end{align*} \quad (5.6)$$

and, analogously, for $\omega_{mn,p}$ and $c^\alpha_{pq}$.

In the following we give the component-expansion for the physical superfields $A_{mp}$, $E_m^\beta$, $E^\alpha_p$ and $P^\alpha\beta$, up to second order in both $\theta$ and $\hat{\theta}$. The corresponding curvatures can be easily computed from the defining equations (3.6). The component-expansion of the auxiliary superfields is given in appendix B.

$$A_{mp} = (g + b + \eta\phi)_{mp} + (\gamma_m\theta)_\beta\psi^\beta_p - (\gamma_p\hat{\theta})_\beta\psi^\beta_m + (\gamma_m\theta)_{\beta}(\gamma_p\hat{\theta})_\gamma f^\beta\gamma$$

$$\begin{align*}
&- \frac{1}{8}(\gamma_m\theta)_{\beta}(\gamma_{nr}\theta)^\beta\omega_{nr,p} - \frac{1}{8}(\gamma_p\hat{\theta})_{\beta}(\gamma_{qr}\hat{\theta})^\beta\omega_{m,qr} \\
&+ \frac{1}{8}(\gamma_m\theta)_{\beta}(\gamma_{nr}\theta)^\gamma c_{nr}^\gamma - \frac{1}{8}(\gamma_m\theta)_{\gamma}(\gamma_p\hat{\theta})_{\beta}(\gamma_{qr}\hat{\theta})^\beta c_{qr} \gamma \\
&+ \frac{1}{64}(\gamma_m\theta)_{\beta}(\gamma_{nr}\theta)^\gamma(\gamma_p\hat{\theta})_\gamma(\gamma_{qs}\hat{\theta})^\gamma s_{nr,qs} + \ldots
\end{align*}$$

$$E_m^\beta = \psi_m^\beta + (\gamma_m\theta)\gamma f^\gamma\beta + \frac{1}{4}(\gamma_{pq}\hat{\theta})^\beta\omega_{m,pq} - \frac{1}{4}(\gamma_m\theta)_{\gamma}(\gamma_{pq}\hat{\theta})^\beta c_{pq}^\gamma$$

$$\begin{align*}
&- \frac{1}{8}(\gamma_m\theta)_{\gamma}(\gamma_{nr}\theta)^\gamma c_{nr}^\beta + \frac{1}{4}(\gamma_{pq}\hat{\theta})^\beta(\gamma_p\hat{\theta})_\gamma\partial_q\psi_m^\gamma \\
&- \frac{1}{32}(\gamma_m\theta)_{\gamma}(\gamma_{nr}\theta)^\gamma(\gamma_{pq}\hat{\theta})^\gamma s_{nr,pq} + \frac{1}{4}(\gamma_m\theta)_{\gamma}(\gamma_{pq}\hat{\theta})^\beta(\gamma_p\hat{\theta})_\gamma\partial_qf^\gamma \gamma \\
&- \frac{1}{32}(\gamma_m\theta)_{\gamma}(\gamma_{nr}\theta)^\gamma(\gamma_{pq}\hat{\theta})^\beta(\gamma_p\hat{\theta})_\gamma\partial_qc_{nr}^\gamma + \ldots
\end{align*}$$
$$E^\alpha_p = \psi^\alpha_p - \frac{1}{4}(\gamma^{mn}\theta)^\alpha \omega_{mn,p} + (\gamma_p\hat{\theta})\hat{\gamma} f^\alpha\hat{\gamma} + \frac{1}{4}(\gamma^{mn}\theta)^\alpha(\gamma_p\hat{\theta})\hat{\gamma} c_{mn}^\beta$$

$$+ \frac{1}{4}(\gamma^{mn}\theta)^\alpha(\gamma_m\theta)_\gamma \partial_n \psi^\gamma_p - \frac{1}{8}(\gamma_p\hat{\theta})\hat{\gamma}(\gamma^{qr}\hat{\theta})\hat{\gamma} c_{qr}^\alpha$$

$$+ \frac{1}{4}(\gamma^{mn}\theta)^\alpha(\gamma_m\theta)\gamma(\gamma_p\hat{\theta})\hat{\gamma} \partial_n f^\gamma\hat{\gamma} + \frac{1}{32}(\gamma^{mn}\theta)^\alpha(\gamma_p\hat{\theta})\hat{\gamma}(\gamma^{qr}\hat{\theta})\hat{\gamma} s_{mn,qr}$$

$$+ \frac{1}{32}(\gamma^{mn}\theta)^\alpha(\gamma_m\theta)\gamma(\gamma_p\hat{\theta})\hat{\gamma} \partial_n c_{qr}^\gamma + \ldots$$

$$P^{\alpha\beta} = f^{\alpha\beta} - \frac{1}{4}(\gamma^{mn}\theta)^\alpha c_{mn}^\beta - \frac{1}{4}(\gamma^{pq}\hat{\theta})\hat{\gamma} c_{pq}^\alpha - \frac{1}{16}(\gamma^{mn}\theta)^\alpha(\gamma^{pq}\hat{\theta})\hat{\gamma} s_{mn,pq}$$

$$+ \frac{1}{4}(\gamma^{mn}\theta)^\alpha(\gamma_m\theta)_\gamma \partial_n f^\gamma\hat{\gamma} + \frac{1}{4}(\gamma^{pq}\hat{\theta})\hat{\gamma}(\gamma_p\hat{\theta})\hat{\gamma} \partial_q f^\alpha\hat{\gamma}$$

$$+ \frac{1}{16}(\gamma^{mn}\theta)^\alpha(\gamma_m\theta)\gamma(\gamma^{pq}\hat{\theta})\hat{\gamma} \partial_n c_{pq}^\gamma - \frac{1}{16}(\gamma^{mn}\theta)^\alpha(\gamma^{pq}\hat{\theta})\hat{\gamma}(\gamma_p\hat{\theta})\hat{\gamma} \partial_q c_{mn}^\gamma$$

$$+ \frac{1}{16}(\gamma^{mn}\theta)^\alpha(\gamma_m\theta)\gamma(\gamma^{pq}\hat{\theta})\hat{\gamma}(\gamma_p\hat{\theta})\hat{\gamma} \partial_n \partial_q f^\gamma\hat{\gamma} + \ldots$$

It is easy to verify that this expansion satisfies the gauge conditions (4.7) and that all auxiliary fields have been eliminated and reexpressed in terms of derivatives of physical supergravity fields.

The next step is to insert the expansion (5.7) into the definition of the vertex operator (3.5) and recombine the worldsheet one-forms $X_z$ and $X_{\bar{z}}$ in order to get a more manageable expression. However, it makes sense to provide such expression for an interesting example in sec. 7.

We have to notice that the vertex operator $\mathcal{V}^{(1,1)}$ contains only the superfield $A_{\alpha\beta}$ which encodes all the needed information regarding the supergravity fields, which however appear at higher orders in $\theta$’s and $\hat{\theta}$’s. This is sufficient for amplitudes computations, even though the measure factor on zero modes in the correlation functions has to soak up plenty of $\theta$’s and $\hat{\theta}$’s ([22], [15], and [23]).

6. Gauge Fixing for Massive States

In the previous sections, we explored the gauge fixing for the massless sector of open and closed string theory. However, the spectrum of string theory contains infinitely many massive states defined, in the closed string case, by the equations

$$[Q_L, \mathcal{V}^{(1,1)}_n] = 0, \quad [Q_R, \mathcal{V}^{(1,1)}_n] = 0, \quad [L_{0,L} + L_{0,R} - n, \mathcal{V}^{(1,1)}_n] = 0,$$  \quad (6.1)

where $L_{0,L} = \oint dz z T_{zz}$ and $L_{0,R} = \oint d\bar{z} \bar{z} \bar{T}_{\bar{z}\bar{z}}$. The index $n$ denotes the mass of the state. Even if these equations can be solved by expanding the vertex operators $\mathcal{V}^{(1,1)}_n$ in terms of
the building-blocks $\partial \theta^\alpha$, $\bar{\partial} \hat{\theta}^{\hat{\alpha}}$, $\Pi^m$, $\bar{\Pi}^m$, ..., it is convenient to fix a gauge as in the massless case and then solve the equations by an iterative construction as shown in the previous section. However, since we cannot explore the complete set of vertices and provide a gauge fixing for each of them, we propose a definition of gauge fixing based on new anticommuting and nilpotent charges to be imposed on the physical states. This resembles the Siegel gauge (where the corresponding charges are $b_{L,0} = \oint dz b_{zz}$ and $b_{L,0} = \oint \bar{d} \bar{z} \hat{b}_{\bar{z} \bar{z}}$ where $b_{zz}$ and $\hat{b}_{\bar{z} \bar{z}}$ are the left- and right-moving antighosts) used in string field theory to eliminate all auxiliary fields and to define the propagator for the string field.

We introduce the following charges "dual" to the BRST operators

$$K_L = \oint dz \theta^\alpha w_\alpha, \quad K_R = \oint \bar{d} \bar{z} \hat{\theta}^{\hat{\alpha}} \hat{w}_{\hat{\alpha}}.$$  (6.2)

They are nilpotent and anti-commute. They are not supersymmetry invariant as can be directly seen by the presence of $\theta^\alpha$ and $\hat{\theta}^{\hat{\alpha}}$. This in fact implies that we are choosing a non symmetric gauge which can be viewed as a generalization of the Wess-Zumino gauge condition in 10 dimensions. It eliminates the lowest non physical component of the superfields and it fixes the auxiliary fields – appearing at higher order in the superspace expansion – in terms of the physical fields and their derivatives. In addition, $K_{L/R}$ are not invariant under the gauge transformations (A.4), but their gauge variations are BRST invariant because of the pure spinor conditions

$$\{Q_L, \Delta_L K_L\} = 0, \quad \{Q_R, \Delta_R K_R\} = 0,$$  (6.3)

Moreover, $K_{L/R}$ have the following commutation relations with the BRST operators

$$\{Q_L, K_L\} = \mathcal{D} + J_L, \quad \{Q_R, K_L\} = 0,$$  (6.4)

$$\{Q_R, K_R\} = \hat{\mathcal{D}} + J_R, \quad \{Q_L, K_R\} = 0,$$

where

$$\mathcal{D} = \oint dz : \theta^\alpha d_\alpha :, \quad J_L = \oint dz : \lambda^\alpha w_\alpha :$$

$$\hat{\mathcal{D}} = \oint \bar{d} \bar{z} : \hat{\theta}^{\hat{\alpha}} \hat{d}_{\hat{\alpha}} :, \quad J_R = \oint \bar{d} \bar{z} : \hat{\lambda}^{\hat{\alpha}} \hat{w}_{\hat{\alpha}} :$$  (6.5)

Acting on superfields $F(x, \theta, \hat{\theta})$, we have that $\{\mathcal{D}, F\} = DF$ and $\{\hat{\mathcal{D}}, F\} = \hat{D}F$. The ordering of fields in the operators $\mathcal{D}, \hat{\mathcal{D}}, J_L$ and $J_R$ is needed to define the corresponding currents. The operators are gauge invariant under (A.4) because of (6.3). The main difference with respect to Siegel gauge fixing in string field theory is that in that case $b_{zz}$ and $\hat{b}_{\bar{z} \bar{z}}$ are holomorphic and antiholomorphic anticommuting currents of spin 2.
In the case of the open superstring, denoting by $Q$ and by $K$ the BRST and gauge fixing operators, the gauge condition on the massless vertex operator $\mathcal{V}^{(1)} = \lambda^\alpha A_\alpha$ is given by
\[
\{K, \mathcal{V}^{(1)}\} = \oint dw \left( \theta^\alpha w_\alpha \right)(w) \left( \lambda^\alpha A_\alpha(x, \theta) \right)(z) = \theta^\alpha A_\alpha = 0 . \tag{6.6}
\]
We notice that the field $\theta^\alpha$ in $K$ is harmless for massless vertices, but it will give a nontrivial contribution in the massive case. In the latter case one has to add a compensating non-gauge invariant contribution on the r.h.s. of (6.6) in order to compensate the fact that $K$ is not gauge invariant under (A.4).

Applying $Q$ on the left hand side of (6.6), applying $K$ on the equation $\{Q, \mathcal{V}^{(1)}\} = \lambda^m \gamma m A_m(x, \theta) = 0$ and using the commutation relations (6.4), we obtain
\[
(D + 1)\mathcal{V}^{(1)} = \lambda^m \theta^\alpha A_m . \tag{6.7}
\]
Eliminating the ghost $\lambda^\alpha$, we end up with equation (1.5) for the superfields $A_\alpha$ and $A_m$.

This procedure can be clearly generalized to massive states. First, we discuss the closed string case, then we show an example for the first massive state for open superstrings and, finally, we show that the zero momentum cohomology satisfies the same equations generalized to zero modes.

For closed strings, we reproduce the gauge fixing (4.7) by the following conditions
\[
\{\mathcal{K}_L, \mathcal{V}^{(1,1)}\} = 0 , \quad \{\mathcal{K}_R, \mathcal{V}^{(1,1)}\} = 0 \tag{6.8}
\]
and, for the gauge parameters $\Lambda^{(1,0)}$ and $\Lambda^{(0,1)}$ in eq. (4.1), by the gauge condition
\[
\{\mathcal{K}_L, \Lambda^{(1,0)}\} + \{\mathcal{K}_R, \Lambda^{(0,1)}\} = 0 . \tag{6.9}
\]
which coincides with (1.9). Applying the BRST charge on the left hand sides of (6.8), acting with $\mathcal{K}_L$ and $\mathcal{K}_R$ on equations (2.3), and finally using the commutation relations (5.4), we derive the conditions for the iterative equations given in the previous section.

Let us show that the gauge fixing (6.6) also fixes the gauge transformations in a suitable way for the first massive state of the open superstring $\mathcal{V}^{(1)}_1$, leading to a recursive procedure to compute the vertex operator in term of the initial data, a multiplet of on-shell fields containing a massive spin 2 field $\mathcal{V}^{(1)}_1$.

A general decomposition of $\mathcal{V}^{(1)}_1$ in terms of fundamental building-blocks is given by
\[
\mathcal{V}^{(1)}_1 = \partial \lambda^\alpha A_\alpha + \lambda^\alpha \partial \theta^\beta B_{\alpha \beta} + \lambda^\alpha : \Pi^m C_{am} : + \lambda^\alpha : d_\beta D^\beta_\alpha :
+ : \lambda^\alpha N^{mn} : E_{amn} + : \lambda^\alpha w_\beta \lambda^\beta : F_\alpha
\tag{6.10}
\]
and its gauge transformation is generated by

\[ \delta \mathcal{V}_1^{(1)} = [Q, \Omega_1^{(0)}], \]  

with \( \Omega_1^{(0)} = \partial \theta^\beta \Omega_\beta + : \Pi^m \Omega_m : + : d_\beta \Omega^\beta : + : N^{mn} : \Omega_{mn} : + : w_\beta \lambda^\beta : \Omega. \)

The decompositions are based on the requirement that the vertex operator should be invariant under the gauge transformation \( \Delta \) given in (A.4). A further gauge transformation of \( \Omega_1^{(0)} \) would be a variation of a negative ghost number field. The only one is the antighost \( w_\alpha \), but there is no gauge invariant operator only with \( w_\alpha \) without \( \lambda_\alpha \). Notice that we have to add a (BRST-invariant) compensating term of the form \( w_\gamma^\gamma mnpq \lambda \) in order to reabsorb the non-invariance of \( K \).

Imposing (6.6), we get

\[ A_\alpha + \theta^\beta B_\beta = 0, \quad \theta^\alpha C_{\alpha m} = 0, \quad \theta^\beta D_\beta^\alpha = 0, \]  

\[ \theta^\beta E_{\beta mn} + \frac{1}{1440} \left[ (\gamma_{mn})^\alpha_\gamma D^\gamma_\alpha - (\gamma_{mn})^\alpha_\gamma \theta^\gamma F_\alpha \right] = 0, \quad \frac{1}{2} (\gamma^{mn} \theta)^\beta E_{\beta mn} - D^\alpha_\alpha + 2 \theta^\alpha F_\alpha = 0. \]

This gauge fixing can be reached by adjusting the parameters \( \Omega_\alpha, \Omega_m, \Omega^\alpha, \Omega_{mn} \) and \( \Omega \). Using equations (6.12) and applying the operator \( D \), we obtain the iterative relations to compute the vertex. The gauge fixing (6.12) fixes only the supergauge part of the gauge transformation. This gauge does not fix the physical gauge transformation of the massive spin 2 system [24].

Finally, we show that the measure for zero modes satisfies the gauge fixing proposed above. In fact, by restricting the attention to zero momentum cohomology, we supersede \( K \) with the differential

\[ K_0 = \theta^\alpha_0 \frac{\partial}{\partial \lambda^\alpha_0} \]  

which acting on \( \mathcal{V}^{(3)} = (\lambda_0 \gamma^m \theta_0)(\lambda_0 \gamma^n \theta_0)(\lambda_0 \gamma^p \theta_0)(\theta_0 \gamma_{mnp} \theta_0), \) yields

\[ K_0 \mathcal{V}^{(3)} = 0. \]  

Similarly, for the closed superstring, the ghost number (3, 3) cohomology representative satisfies the corresponding gauge fixing.

Even if the gauge fixing is not manifestly supersymmetric, the supersymmetry of the target space theory is still a symmetry. As usual, in the Wess-Zumino gauge, a supersymmetry transformation must be accompanied by a gauge transformation to bring the vertex to the original gauge. This means that

\[ \delta_\epsilon [K, \mathcal{V}] + [K, \delta \mathcal{V}] = 0 \]  

(6.15)
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where \( \delta V = [Q, \Omega_\epsilon] \), \( \delta V = [\epsilon^\alpha Q_\alpha, V] \) and \( Q_\alpha = \oint dz q_\alpha \) (the supersymmetry generator \( q_\alpha \) is given in (A.8)). As an example, we show that \( \Omega_\epsilon \) can be indeed found for the massless sector of the open superstring and the extension is similar for the other cases. Equation (6.13) reduces to

\[
\epsilon^\alpha A_\alpha + \theta^\alpha \epsilon_\beta Q_\beta A_\alpha + \theta^\alpha D_\alpha \Omega_\epsilon = 0 ,
\]

which yields

\[
D\Omega_\epsilon = 0 .
\]

Again, this equation can be solved iteratively in powers of \( \theta \)'s and it follows that \( \Omega = \Omega_0(x) \). (6.17) can be checked explicitly on the solutions (5.7).

7. Non-Constant RR Field-Strength

In [25] sigma models for superstrings in the presence of constant RR field strengths have been studied. It has been verified that non-(anti)commutative superspaces [20] naturally appear in the presence of that background. A series of applications, from topological strings to deformed supersymmetric instanton analysis, has then been considered [27]. In [25], it has also been conjectured that from non-constant RR field strengths one can derive new equal-time commutation relations between coordinates \( x^m \) and \( \theta^\alpha \) living on the boundaries such as

\[
\{ \theta^\alpha, \theta^\beta \} = \gamma^\alpha\beta_{m} x^m ,
\]

generalizing the construction of Lie-algebraic non-commutative geometries to supermanifolds [7] (for a different example of a Lie-algebraic geometry in superspace see [28]).

The vertex operator for non-constant RR fields strengths is the basic ingredient of this kind of analysis. Applying our method, we compute the vertex for linearly \( x \)-dependent RR field strengths

\[
P^{\alpha\beta} = f^{\alpha\beta} + \mathcal{C}_m^{\alpha\beta} x^m
\]

where \( \mathcal{C}_m^{\alpha\beta} \) is constant. \( P^{\alpha\beta} \) must satisfy eqs. (3.11), which become \( \gamma^m_{\alpha\beta} \mathcal{C}_m^{\gamma\delta} = \gamma^m_{\alpha\delta} \mathcal{C}^{\gamma\beta} = 0 \) for the specific ansatz (7.2).
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6 Equations (3.11) can be rewritten in terms of forms by decomposing \( P^{\alpha\beta} \) according to Dirac equations. For example, for type IIB we have the 1-form \( P_m \), the 3-form \( P_{[mnp]} \) and the 5-form \( F_{[mnpqr]} \). Solving the Bianchi identities we get \( P_m = \partial_m A_\alpha, P_{[mnp]} = \partial_{[m} A_{np]} \),... and the field equations are \( \partial^m P_m = \partial^2 A = 0, \partial^m P_{[mnp]} = \partial^m \partial_{[m} A_{np]} \),... These can be solved in terms of quadratic polynomials \( A(x) = (10 a_{(mn)} - a_r^{(r)} \eta_{mn}) x^m x^n, A_{[mn]} = (10 a_{[mn] \langle r} - a_{[mn, l]}^{(l)} \eta_{rs}) x^r x^s \),... where \( a_{(mn)}, a_{[mn],(rs)}, \) are constant background fields.
We remind the reader that, in the constant field strength case, \( \psi_{zz}^{(1,0)} = q_\alpha f^{\alpha\hat{\beta}} \hat{\chi}_{\hat{\beta}} \), where \( q_\alpha \) and \( \hat{\chi}_{\hat{\beta}} \) are the supersymmetry currents given in (A.8). So it is easy to see that equation (2.7) is verified with \( \psi_{zz}^{(1,1)} = x_\alpha f^{\alpha\hat{\beta}} \hat{\chi}_{\hat{\beta}} \), which is clearly BRST invariant (see (A.9) and (A.10)). Since in the \( \theta \) and \( \hat{\theta} \) expansions of the auxiliary and physical superfields \( A_{\alpha\hat{\beta}}, \ldots, P^{\alpha\hat{\beta}} \) (see eqs. (5.1) and appendix B) the number of bosonic derivatives acting on physical zero-order components grows with growing order in \( \theta \) and \( \hat{\theta} \), it is clear that the ansatz (7.2) will correspond to only a few non-zero terms in the expansion. Actually, the highest-order contributions are \( \theta^4 \hat{\theta}^2 \) and \( \theta^2 \hat{\theta}^4 \) terms. Here we give the explicit expressions for \( A_{\alpha\hat{\beta}} \)

\[
A_{\alpha\hat{\beta}} = \frac{1}{9} (\gamma^m \theta)_\alpha (\gamma_{m\theta})_\beta (\gamma^p \hat{\theta})_\beta (\gamma_p \hat{\theta})_\gamma (f^{\beta\gamma} \gamma^\delta x^n) + \frac{1}{180} (\gamma^m \theta)_\alpha (\gamma_{m\theta})_\beta (\gamma^p \hat{\theta})_\beta (\gamma_{q\theta})_\gamma (\gamma_q \hat{\theta})_\gamma (\gamma^r \hat{\theta})_\delta (\gamma_r \hat{\theta})_\gamma (\gamma^s \hat{\theta})_\delta C_r \gamma^\delta \]  

(7.3)

The remaining superfields are given in app. C. To obtain the vertices \( \psi_{zz}^{(1,1)} \) and \( \psi_{zz}^{(0,0)} \) for the linearly \( x \)-dependent RR field strength we have to insert (7.3) and the superfields given in app. C back into (3.1) and (3.5).

For the unintegrated vertex operator we find

\[
\psi_{zz}^{(1,1)} = x_\alpha f^{\alpha\hat{\beta}} \hat{\chi}_{\hat{\beta}} + \chi_\alpha \left[ (x^m \delta^\alpha_\gamma \delta^\beta_\gamma + \frac{1}{20} (\gamma^m \hat{\theta})_\beta (\gamma_q \hat{\theta})_\gamma \delta^\alpha_\gamma + \frac{1}{20} (\gamma^m \theta)_\alpha (\gamma_{q\theta})_\gamma (\gamma^p \hat{\theta})_\gamma (\gamma_q \hat{\theta})_\gamma \right] C_m \gamma^\gamma \hat{\chi}_{\hat{\beta}}  \]  

(7.4)

while for the integrated vertex operator \( \psi_{zz}^{(0,0)} \) we obtain

\[
\psi_{zz}^{(0,0)} = q_\alpha f^{\alpha\hat{\beta}} \hat{\chi}_{\hat{\beta}} + q_\alpha \left[ x^s \delta^\alpha_\gamma \delta^\beta_\gamma + \frac{1}{4} (\gamma^s \theta)_\alpha (\gamma_{r\theta})_\gamma \delta^\beta_\gamma + \frac{1}{4} (\gamma^m \hat{\theta})_\beta (\gamma_q \hat{\theta})_\gamma \delta^\alpha_\gamma \right] C_s \gamma^\gamma \hat{\chi}_{\hat{\beta}} + \left[ -\frac{1}{6} (\hat{\delta} x^m + \frac{1}{10} (\theta^m \hat{\partial} \hat{\theta}) (\theta_{m\gamma} \gamma^r \theta^s) - N^m r s \right] (\gamma_r \theta)_\alpha C_s \alpha\hat{\beta} \hat{\chi}_{\hat{\beta}} \]  

(7.5)

The complicated structure of \( \psi_{zz}^{(0,0)} \) prevents from a simple analysis of superspace deformations as in [24], and this will be discussed in a separate publication [29].

8. Vertex Operators with RR Gauge Potentials

In presence of D-branes, one can ask which states couple to them and which vertex operators describe such interaction. As it was discussed in [8] in the framework of RNS
formalism, one has to construct the vertex operators for RR fields in the asymmetric picture. In addition, a propagating closed string (i.e. with non vanishing momentum) emitted from a disk or a D-brane, has to be off-shell. Therefore, one needs to break the BRST invariance by allowing a non vanishing commutator with $Q_{L,0} + Q_{R,0}$ where $Q_{L/R,0}$ are the picture conserving parts of BRST charges in the RNS formalism. In particular in [9] the authors construct a solution of $[Q_{L,1} + Q_{R,1}, W] = 0$, where $W$ is the vertex operator in the asymmetric picture.

In the present section, we construct analogous vertices for closed superstrings which do not satisfy the classical supergravity equations of motion, but modified superfield constraints. They allow a description of the RR gauge potentials, in contradistinction to the on-shell formalism case, where only the field strengths $P^{\alpha\dot{\beta}}$ appear. First of all, there are some important differences. The two BRST charges $Q_L$ and $Q_R$ contain a single term and therefore the decomposition used in [9] is not viable. In addition, there are no different pictures (in the usual sense) for a given vertex since there are no superghosts associated to local worldsheet supersymmetry. There is, however, the possibility of constructing two operators which resemble the picture lowering and raising operator, as suggested by Berkovits [30], but the implications of this new idea have not been explored yet.

Nevertheless we can construct an off-shell formalism by considering the following combination of vertices with different ghost numbers:

$$\mathcal{V}^{(2)} = \mathcal{V}^{(2,0)} + \mathcal{V}^{(1,1)} + \mathcal{V}^{(0,2)},$$

where the notation $\mathcal{V}^{(a,b)}$ stands for vertex operators with the left ghost number $a$ and with the right ghost number $b$. The ghost number of the l.h.s. is just the sum of the ghost numbers. Notice that if we insert a single $\mathcal{V}^{(2)}$ vertex in an amplitude where all the other vertices have definite ghost number, only the central part $\mathcal{V}^{(1,1)}$ of the vertex $\mathcal{V}^{(2)}$ does contribute. In principle, we have to add all the possible terms $\sum_{i=-\infty}^{\infty} \mathcal{V}^{(1+i,1-i)}$. However, only the antighosts $w_{z\alpha}$ and $\hat{w}_{\hat{z}\hat{\alpha}}$, which have to be gauge invariant under (A.4), carry a negative ghost number and higher conformal spin. This is not the case in the RNS formalism where the presence of a worldsheet index is compensated by the worldsheet ghosts that carry conformal spin $-1$.

The general form of $\mathcal{V}^{(2)}$ is given by

$$\mathcal{V}^{(2)} = \lambda^\alpha \lambda^{\dot{\beta}} G_{(\alpha\dot{\beta})} + \lambda^\alpha \hat{\lambda}^{\dot{\beta}} A_{\alpha\dot{\beta}} + \hat{\lambda}^\dot{\alpha} \hat{\lambda}^{\dot{\beta}} \hat{G}_{(\dot{\alpha}\dot{\beta})},$$

where $G_{(\alpha\dot{\beta})}$, $A_{\alpha\dot{\beta}}$ and $\hat{G}_{(\dot{\alpha}\dot{\beta})}$ are superfields of the variables $x^m$, $\theta^\alpha$ and $\hat{\theta}^{\dot{\alpha}}$. The superfields $G_{(\alpha\dot{\beta})}$ and $\hat{G}_{(\dot{\alpha}\dot{\beta})}$ are symmetric in the spinorial indices and they are defined up to the
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algebraic gauge transformations

\[ \delta G_{(\alpha\beta)} = \gamma_{\alpha\beta}^m \Sigma_m, \quad \delta \hat{G}_{(\hat{\alpha}\hat{\beta})} = \gamma_{\hat{\alpha}\hat{\beta}}^m \hat{\Sigma}_m, \quad (8.3) \]

which leave only the 5-form parts unfixed.

Instead of imposing the equations (2.3) separately for the left and the right sector, we then impose the modified condition

\[ [Q_L + Q_R, \mathcal{V}^{(2)}] = 0, \quad (8.4) \]

which leads to the equations

\[ \begin{align*}
D_{\alpha} A_{\beta\hat{\beta}} + D_{\beta} A_{\alpha\hat{\beta}} - \gamma_{\alpha\beta}^m A_{m\hat{\beta}} &= -\hat{D}_{\beta} G_{(\alpha\beta)}, \\
\hat{D}_{\hat{\alpha}} A_{\alpha\hat{\beta}} + \hat{D}_{\hat{\beta}} A_{\alpha\hat{\alpha}} - \gamma_{\hat{\alpha}\hat{\beta}}^m A_{\alpha m} &= -D_{\alpha} \hat{G}_{(\hat{\alpha}\hat{\beta})}, \\
D_{\alpha} G_{(\beta\gamma)} + D_{\beta} G_{(\gamma\alpha)} + D_{\gamma} G_{(\alpha\beta)} &= \gamma_{(\alpha\beta} G_{\gamma)m}, \\
\hat{D}_{\hat{\alpha}} \hat{G}_{(\hat{\beta}\hat{\gamma})} + \hat{D}_{\hat{\beta}} \hat{G}_{(\hat{\gamma}\hat{\alpha})} + \hat{D}_{\hat{\gamma}} \hat{G}_{(\hat{\alpha}\hat{\beta})} &= \gamma_{(\hat{\alpha}\hat{\beta}} \hat{G}_{\hat{\gamma})m},
\end{align*} \quad (8.5) \]

The first two equations are consistent generalizations of the first two equations in (3.6). The other two equations emerge from the ghost number three part of (8.4). They are equations of motion for the auxiliary fields \( G_{(\alpha\beta)} \) and \( \hat{G}_{(\hat{\alpha}\hat{\beta})} \). It has been shown in the context of spinorial cohomology [13] that the third and fourth equations have non-trivial solutions. Therefore, the first and second equations are deformations of the usual superfield constraints. In the limit \( G, \hat{G} \to 0 \) one recovers the usual on-shell supergravity. It is interesting to note that the way supergravity equations and/or on-shell superspace constraints are relaxed in order to go off-shell follows very closely the case of N=1 SYM theory presented in [13]. In fact, in those papers the authors considered an extension of d=10 N=1 SYM theory by relaxing the superspace constraint \( F_{(\alpha\beta)} \equiv D_{(\alpha} A_{\beta)} - \gamma_{\alpha\beta}^m A_m = 0 \) (cf. the introduction for the notation) by introducing a self-dual 5-form \( F_{(\alpha\beta)} = J_{(\alpha\beta)}^{[5]} \). In the present case, the relaxation of the on-shell constraints is again due to two 5-forms \( G_{(\alpha\beta)} \) and \( \hat{G}_{(\hat{\alpha}\hat{\beta})} \). The 5-form \( J_{(\alpha\beta)}^{[5]} \) satisfies the constraint \( D_{(\alpha} J_{\beta)\gamma}^{[5]} - \gamma_{(\alpha\beta} J_{\gamma)m} = 0 \) due to the Bianchi identities. The solution of these identities by means of the spinorial cohomology shows that the 5-form is not completely constrained, but it allows extensions of the superspace equation of motions. In the same way, the conditions for \( G_{(\alpha\beta)} \) and \( \hat{G}_{(\hat{\alpha}\hat{\beta})} \) constrain them, but allow a certain useful modifications of the supergravity equations of motion.

Eqs. (8.5) are invariant under the gauge transformations

\[ \delta \mathcal{V}^{(2)} = [Q_L + Q_R, \Omega^{(1)}], \quad \Omega^{(1)} = \lambda^\alpha \Theta_\alpha + \hat{\lambda}^\hat{\alpha} \hat{\Theta}_{\hat{\alpha}}. \quad (8.6) \]

which imply

\[ \delta A_{\alpha\hat{\beta}} = D_{\alpha} \hat{\Theta}_{\beta} + \hat{D}_{\beta} \Theta_{\alpha}, \quad (8.7) \]
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\[ \delta G_{(\alpha\beta)} = \gamma^m_{\alpha\beta} \Sigma_m + D_{(\alpha} \Theta_{\beta)}, \quad \delta \hat{G}_{(\hat{\alpha}\hat{\beta})} = \gamma^m_{\hat{\alpha}\hat{\beta}} \Sigma_m + \hat{D}_{(\hat{\alpha}} \hat{\Theta}_{\hat{\beta})}. \]

In the last equations we have summed (8.3) to (8.6). The gauge parameters \( \Theta_\alpha \) and \( \hat{\Theta}_{\hat{\alpha}} \) are not forced to satisfy consistency conditions as in (2.9) and (2.10). Nevertheless, eqs. (8.7) are gauge invariant because of the second and the third equations of (8.7).

Following the previous section, we can require a suitable gauge fixing to reduce the auxiliary fields by imposing

\[ \{ \mathcal{K}_L + \mathcal{K}_R, \mathcal{V}^{(2)} \} = 0. \] (8.8)

This gauge condition yields

\[ 2 \theta^\beta G_{(\alpha\beta)} + \hat{\theta}^\beta A_{\alpha\hat{\beta}} = 0, \quad \theta^\alpha A_{\alpha\hat{\beta}} + 2 \hat{\theta}^\hat{\alpha} \hat{G}_{(\hat{\alpha}\hat{\beta})} = 0, \] (8.9)

which partially fix (8.7). Notice that the lowest component of \( A_{\alpha\hat{\beta}} \) is chosen to be kept unfixed and (8.9) can be regarded as a condition on \( G \) and \( \hat{G} \). In this gauge the lowest component of \( A_{\alpha\hat{\beta}} \) is not gauged away and for example we can identify the \( \theta^2 \) and \( \hat{\theta}^2 \) component of \( A_{\alpha\hat{\beta}} \) as the RR potentials

\[ A_{\alpha\hat{\beta}} = \ldots + a_{\alpha} \bar{\gamma}(\gamma m \bar{\theta}) \gamma (\gamma^m \bar{\theta})_{\hat{\beta}} + \hat{a}^{\gamma} (\gamma m \theta) \gamma (\gamma^m \theta)_\alpha + \ldots \] (8.10)

where \( a_{\alpha} \bar{\gamma} \) and \( \hat{a}^{\alpha} \bar{\gamma} \) are the RR potentials. Those potentials can also be found in the lowest components of the superfields \( E_{\alpha} \bar{\gamma} \) and \( E^{\alpha} \bar{\gamma} \).

As a consistency condition we observe that

\[ \{ Q_L + Q_R, \mathcal{K}_L + \mathcal{K}_R \} = (D + \hat{D}) + (J_L + J_R), \] (8.11)

and by using (8.6) and (8.8) we obtain a consistency condition for \( \mathcal{V}^{(2)} \). It can be checked that the vertex \( \mathcal{V}^{(2)} \) satisfies this new constraint and this condition does not fix the physical gauge transformations.

The natural question is how to extend the analysis of the previous sections in the present case. We have to rederive the complete set of descent equations in order to provide all the equations of motion. The generalized vertex operators are given by the collection

\[ \mathcal{V}_z^{(1)} = \mathcal{V}_z^{(2,-1)} + \mathcal{V}_z^{(1,0)} + \mathcal{V}_z^{(0,1)}, \] (8.12)

\[ \mathcal{V}_z^{(0)} = \mathcal{V}_z^{(-1,2)} + \mathcal{V}_z^{(1,0)} + \mathcal{V}_z^{(-1,1)}. \]

It is easy to show that all equations (3.6) are deformed by the presence of new fields. By setting those fields to zero we recover the on-shell supergravity equations.
9. Antifields and the Kinetic Terms for Closed String Field Theory

In the present section, we derive the set of antifields for the massless sector of closed string theory. We discuss the couplings of the fields to the antifields for a closed string field theory action and, finally, we propose a kinetic term which leads to the correct equations of motion taking into account the presence of selfdual forms. This section is structured as follows. We first recall some basic facts about the field theory of open superstrings, mainly focusing on the relation between fields and antifields, their coupling and the kinetic terms yielding the linearized equations of motion. Following the analogy with closed bosonic string field theory, we then construct the antifields and the kinetic terms for closed superstrings. Since in the present paper we never dealt with non-linear extensions of supergravity equations, we do not discuss generalizations of Witten’s string field $\star$-product for open superstring. Similarly, it is outside of the scope of the present paper to construct a full-fledged closed string field theory and we limit ourselves to a specific sector of the theory.

9.1. Open Superstring (Antifields and the Kinetic Term)

One of the most important ingredients in the construction of an off-shell extension of superstring theory is the Batalin-Vilkovisky formalism. Associated to each field of the theory $\varphi_s$ (the index $s$ denotes a collection of fields with the same ghost number $G(s)$), there is an antifield $\varphi^*_s$, whose BRST variation corresponds to the equations of motion of $\varphi^*$. The set of antifields for open superstring theory at the massless level has been discussed in [1] (see also [31]). The generalization at the massive level is straightforward, and the ghost-for-ghosts for higher massive spin fields has to be taken into account.

Following the notation of the previous sections, we introduce the string field $\Phi_o^{(1)}$ which has the general decomposition (at the massless level)

$$\Phi_o^{(1)} = C + \lambda^\alpha A_\alpha + \lambda^\alpha \lambda^\beta A_\alpha^{\star \beta} + \lambda^\alpha \lambda^\beta \lambda^\gamma C_\alpha^{\star \beta \gamma}.$$  \hspace{1cm} (9.1)

The truncation at order three in the ghost fields is justified by the absence of any cohomology at ghost number greater than three, and the only cohomology at ghost number three is the zero momentum cohomology constructed in terms of

$$C_\alpha^{\star \beta \gamma} = C^{\star \beta \gamma}(\gamma^m \theta)_{\alpha}(\gamma^n \theta)_{\beta}(\gamma^r \theta)_{\gamma}(\theta_{\gamma mn r \theta})$$ \hspace{1cm} (9.2)

where $C^*$ is constant. The expansion of $\Phi_o^{(1)}$ into powers of $\lambda^\alpha$ accounts for different target space fields: the ghost superfield $C$, the spinorial part of the connection $A_\alpha$, the antifields

\footnote{There is a simple way to establish the absence of cohomology at ghost number higher than three by using supergeometrical arguments discussed in [32] and references therein.}
$A^{*}_{(\alpha\beta)}$ and the antifield $C^{*}_{(\alpha\beta\gamma)}$ of the ghost fields. The interpretation as target space fields with different ghost and antifield numbers is discussed in \[33\] and as rigid symmetries of the target space in \[14\]. In order to assign a total (worldsheet plus target space) ghost number to $\Phi^{(1)}_0$, the target space ghost numbers must be +1 for the field $C$, 0 for $A_\alpha$, −1 for $A^{*}_{\alpha\beta}$, and −2 for $C^{*}_{\alpha\beta\gamma}$. They coincide precisely with the usual assignment of ghost and antifield number for theories with irreducible gauge symmetries. The ghost number zero superfield $A_\alpha$ contains the gauge field $a_m(x)$ and the gluino $\psi^\alpha(x)$, the ghost number −1 superfield $A^{*}_{\alpha\beta}$ contains the antifields $a^{*,:m}_m(x)$ and $\psi^*_\alpha$ of $\psi^\alpha(x)$.

The main properties are the following:

i) The string field $\Phi^{(1)}_0 = \Phi^+_o + \Phi^-_o$ is decomposed into fields $\Phi^+_o$ and antifields $\Phi^-_o$ which have the expansions

$$\Phi^+_o = \sum_{s,G(s)\geq 0} \varphi_s \Phi^+_{o,s}, \quad \Phi^-_o = \sum_{s,G(s)<0} \varphi^*_s \Phi^-_{o,s}. \quad (9.3)$$

where $\Phi^+_{o,s}$ and $\Phi^-_{o,s}$ form two basis for fields and antifields, respectively.

If the inner product $\langle A, B \rangle = \int d\mu^{(-3)} AB$ is defined by using the measure $d\mu^{(-3)}$

$$\int d\mu^{(-3)} \gamma_0^{(3)} = 1, \quad \gamma_0^{(3)} = (\lambda_0 \gamma^m \theta_0)(\lambda_0 \gamma^n \theta_0)(\lambda_0 \gamma^r \theta_0)(\theta_0 \gamma_{mn}, \theta_0), \quad (9.4)$$

the antifields $\Phi^-_o$ are dual to the fields $\Phi^+_o$ according to the relation

$$\int d\mu^{(-3)} \left( \Phi^+_o \Phi^-_o \right) = \sum_{s,s'} \int d\mu^{(-3)} \left( \gamma_s \Phi^+_{o,s} \right) \left( \gamma^*_s \Phi^-_{o,s'} \right) = \sum_s \int d^{10} x \varphi_s \varphi^*_s. \quad (9.5)$$

The integration over the Grassman coordinates is prescribed by the measure $d\mu^{(-3)}$.

ii) The antifields $\Phi^-_o$ couple in the action to the BRST variation of fields. Therefore, the unique choice is

$$S^* = \int d\mu^{(-3)} \left( \Phi^-_o Q \Phi^+_o \right). \quad (9.6)$$

It is easy to check that the antifields $\varphi^*_s$ correctly couple to the variation of the fields $\varphi_s$. A term of the form $S^* = \int d\mu^{(-3)} \left( \Phi^-_o Q \Phi^+_o \right)$ vanishes because of the ghost number of $\Phi^-_s$.

iii) Finally, a kinetic term for the fields can be constructed. Since the inner product defined above is non-degenerate, one can check that the kinetic term

$$S^K = \int d\mu^{(-3)} \left( \Phi^+_o Q \Phi^+_o \right), \quad (9.7)$$

yields the correct linearized equations of motion. It has been verified that, for massless fields, the above equation leads to the correct component action for N=1 SYM in $d = (9, 1)$. It would be very interesting to check if (9.7) also leads to an action for free massive higher spin fields \[35\] (see also \[36\]).

---

9 An expression for $d\mu^{(-3)}$ is given in \[23\].
9.2. Closed Superstrings (Antifields and the Kinetic Term)

We base our construction on the bosonic closed string field theory. We follow the notations and the definitions given in [17] and we provide a translation in terms of our formulation.

In closed string theory a generic string field \( \Phi^{(1,1)} \) has ghost number \((1, 1)\) and the usual form for the kinetic term \( \int d\mu \Phi Q \Phi \) given above cannot work. In fact the BRST operator \( Q_L + Q_R \) has ghost number \((1, 0) + (0, 1)\), the measure has ghost number \((-3, -3)\) and it is not possible to saturate the ghost number properly. In [17], it was proven that the kinetic term for bosonic closed string theory

\[
S_c = \langle \Phi^{(1,1)} | c_0^- (Q_L + Q_R) | \Phi^{(1,1)} \rangle ,
\]

(9.8)

where \( c_0^- = c_{L,0} - c_{R,0} \) \((c_{L/R,0} \) are the zero modes of diffeomorphisms ghosts) leads to the correct equations of motion. Moreover, string field theory actions have the property to reproduce not only the action for the physical fields (in the case of bosonic closed string field theory, eq. (9.8) yields the action for the graviton, for the NS-NS two form and for the dilaton), but also the full BV action with antifields and gauge transformations.

As explained before, removing the restriction of the ghost number of the string field \( \Phi_c \) we can decompose it into \( \Phi_c = \Phi_c^+ + \Phi_c^- \) where \( \Phi_c^+ = \sum_{s,G(s) \geq 0} \varphi_s \Phi_s^+ \) with \( G(s) \) denoting the ghost number of field \( \varphi_s \). The other components of \( \Phi_c \), namely \( \Phi_c^- \), should contain the antifields.

The antifields should be dual with respect to the inner product given in (9.8) \( \langle A | c_0^- | B \rangle \), where \( A \) and \( B \) are two generic vertex operators. Since the fields, the ghosts and the ghost-for-ghosts are contained into \( \Phi_c^+ \) with ghost number 0, 1 and 2 respectively, the corresponding antifields \( \Phi_c^- \) should have ghost number 3, 4 and 5 to be dual to \( \Phi_c^+ \). In fact for bosonic closed strings, in order to get a non zero result from the zero mode prescription

\[
\langle c_{L,0} c_{L,1} c_{L,-1} c_{R,0} c_{R,1} c_{R,-1} \rangle = 1 ,
\]

(9.9)

for tree level amplitudes, the total ghost number should be 6. (On the sphere, one has to compensate the anomaly of the left- and right-moving ghost current anomaly). However, the naive BPZ conjugation of a string field maps \( \Phi_c \) into \( \tilde{\Phi}_c = \sum_{s,G(s)<0} \varphi_s^* \Phi_s \). So, in addition, one has to act with the operator \( b_0^- \) (where \( b_{L/R,0} \) are the zero modes of the antighosts)

\[
\Phi_c^- = \left\{ b_0^-, \sum_{s,G(s)<0} \varphi_s^* \Phi_s \right\} = \sum_{s,G(s)<0} \varphi_s^* \{ b_0^-, \tilde{\Phi}_s \} = \sum_{s,G(s)<0} \varphi_s^* \Phi_s^- ,
\]

(9.10)

We add the subscript \( c \) to distinguish it from the open case and we remove the ghost number.

In [17], it has been proved that the inner product is not degenerate. However, the gauge invariance is achieved only if the string field \( \Phi_c \) satisfies the two conditions: \( \{ b_0^-, \Phi_c \} = \{ L_0^-, \Phi_c \} = 0 \).
The $b_0^-$ operation has the virtue to correctly reduce the ghost number of the conjugated string field. In particular, $\Phi_s^+$, defined above, forms a basis and $\Phi_s^-$ forms the dual basis paired with $\Phi_s^+$ as

$$\langle \Phi_s^- | c_0^- | \Phi_s^+ \rangle = \delta_{s,s'} .$$  \hspace{1cm} (9.11)

Removing the restrictions on ghost numbers, one can show that there is always an element of the basis $\Phi_c^-$ corresponding to an element of $\Phi_c^+$.

In the present framework, although we have neither the operator $b_0^-$ nor the operator $c_0^-$, we can still construct the antifields $\sum_s \varphi_s^* \Phi_s^-$ paired to the fields $\sum_s \varphi_s \Phi_s^+$. In particular for the massless sector $\Phi_s^+$ has the general expansion

$$\Phi_c^+ = \Omega + \lambda^\alpha \Theta_\alpha + \hat{\lambda}^\hat{\alpha} \hat{\Theta}_{\hat{\alpha}} + \lambda^\alpha \hat{\lambda}^\hat{\alpha} A_{\alpha \hat{\beta}} .$$  \hspace{1cm} (9.12)

where $A_{\alpha \hat{\beta}}$ contains the fields, $\Theta_\alpha$ and $\hat{\Theta}_{\hat{\alpha}}$ contain the target space ghosts and $\Omega$ the ghost-for-ghosts. Being the measure for zero modes of $\lambda^\alpha, \hat{\lambda}^\hat{\alpha}, \theta^\alpha$ and $\hat{\theta}^\hat{\alpha}$ given by the following equations

$$\int d\mu_{c}^{(-3,-3)} \mathcal{V}^{(3,3)} = 1 ,$$  \hspace{1cm} (9.13)

$$\mathcal{V}^{(3,3)} = (\lambda_0 \gamma^m \theta_0 \lambda_0 \gamma^n \theta_0 \lambda_0 \gamma^p \theta_0 \lambda_0 \gamma^n \hat{\theta}_0 \hat{\lambda}_0 \gamma^p \hat{\theta}_0 \gamma_{mnp} \hat{\theta}_0) ,$$

it follows that the components of the expression

$$\Phi_c^- = \lambda^\alpha \lambda^\beta \hat{\lambda}^\hat{\alpha} \hat{\lambda}^\hat{\beta} A^*_\alpha \hat{\beta} (\alpha \hat{\beta}) + \lambda^\alpha \lambda^\beta \gamma^\lambda \hat{\lambda}^\hat{\alpha} \hat{\lambda}^\hat{\beta} \Theta^\gamma (\alpha \hat{\beta} \gamma) (\alpha \hat{\beta} \gamma)$$  \hspace{1cm} (9.14)

$$+ \lambda^\alpha \lambda^\beta \hat{\lambda}^\hat{\alpha} \hat{\lambda}^\hat{\beta} \hat{\gamma} \hat{\Theta}^\gamma (\alpha \hat{\beta} \gamma) (\alpha \hat{\beta} \gamma) + \lambda^\alpha \lambda^\beta \gamma^\lambda \hat{\lambda}^\hat{\alpha} \hat{\lambda}^\hat{\beta} \hat{\gamma} \hat{\Omega}^\gamma (\alpha \hat{\beta} \gamma) (\alpha \hat{\beta} \gamma) ,$$

are indeed paired by (9.13) to the different components $\Phi_c^+$ (in the massless sector). The superfields $A^*_\alpha \hat{\beta} (\alpha \hat{\beta}) , \Theta^\gamma (\alpha \hat{\beta} \gamma) (\alpha \hat{\beta} \gamma) , \hat{\Theta}^\gamma (\alpha \hat{\beta} \gamma) (\alpha \hat{\beta} \gamma)$ and $\hat{\Omega}^\gamma (\alpha \hat{\beta} \gamma) (\alpha \hat{\beta} \gamma)$ are defined up to the algebraic gauge transformations

$$\delta A^*_\alpha \hat{\beta} (\alpha \hat{\beta}) = \gamma^m_{\alpha \hat{\beta}} A^*_m (\alpha \hat{\beta}) + \gamma^m_{\alpha \hat{\beta} m A_{\alpha \beta} ,}$$

$$\delta \Theta^\gamma (\alpha \hat{\beta} \gamma) (\alpha \hat{\beta} \gamma) = \gamma^m_{\alpha \hat{\beta} \gamma} \Theta^\gamma_m (\alpha \hat{\beta} \gamma) + \gamma^m_{\alpha \hat{\beta} \gamma \Theta^\gamma m ,}$$

$$\delta \hat{\Theta}^\gamma (\alpha \hat{\beta} \gamma) (\alpha \hat{\beta} \gamma) = \gamma^m_{\alpha \hat{\beta} \gamma} \hat{\Theta}^\gamma_m (\alpha \hat{\beta} \gamma) + \gamma^m_{\alpha \hat{\beta} \gamma \hat{\Theta}^\gamma m ,}$$  \hspace{1cm} (9.15)

which reduce the number of independent components in order to match the number of fields present in $\Phi_c^+$. A long, but straightforward computation shows that

$$\int d\mu^{(-3,-3)} (\Phi_c^- \Phi_c^+) = \int d^{10} x \sum_s \varphi_s^* \varphi_s ,$$  \hspace{1cm} (9.16)

\footnote{For massive states, we have also to take into account the expansion in the antighost $w_\alpha$ as in (9.10).}
where the Grassman integration is performed according to the measure given in (9.13).

\textit{ii)} In the next step, we use the above definition to construct a term which relates the antifields to the BRST sources of the physical fields. Since the gauge transformations are generated by the BRST charge $Q_L + Q_R$, the term of the action which couples antifields and BRST variations is

$$S^* = \int d\mu^{(-3,-3)} \left( \Phi^+_c (Q_L + Q_R) \Phi^+_c \right).$$

(9.17)

The BRST operator raises the ghost number of the string field $\Phi^+_c$ of one unity, therefore

$$S^* = \sum_s \int d^{10} x \varphi^*_s \delta \varphi_s$$

(9.18)

where $\delta \varphi_s$ is the BRST variation of the field $\varphi_s$ which depends on the fields $\varphi_{s-1}$.

\textit{iii)} As a last step, we have to construct the kinetic term of the closed string field theory. Since we do not have the operators $b^-_0$ and $c^-_0$, we cannot follow the bosonic string field theory analogy. However, in our context we have a new vertex operator with ghost number 3 of the form

$$\Phi^{(3)} = \lambda^\alpha \lambda^\beta \hat{\lambda}^{\hat{\alpha}} Q_{(\alpha\beta)\hat{\alpha}} + \lambda^\alpha \hat{\lambda}^{\hat{\alpha}} \hat{\lambda}^{\hat{\beta}} \hat{Q}_{\alpha\hat{\alpha}\hat{\beta}},$$

(9.19)

which has been neglected so far. $Q_{(\alpha\beta)\hat{\alpha}}$ and $\hat{Q}_{\alpha(\hat{\alpha}\hat{\beta})}$ are defined up to the gauge transformations $\delta Q_{(\alpha\beta)\hat{\alpha}} = \gamma^{m}_{\alpha\beta} \Omega_{m\hat{\alpha}}$ and $\delta \hat{Q}_{\alpha(\hat{\alpha}\hat{\beta})} = \gamma^{m}_{(\hat{\alpha}\hat{\beta})} \Omega_{\alpha m}$ which allow us to take into account the pure spinor constraints.

We can finally write a kinetic term of the form

$$S^K = \int d\mu^{(-3,-3)} \left( \Phi^{(3)}_0 (Q_L + Q_R) \Phi^+_c + \sum_{n \geq 0} (-1)^n \Phi^{(3)}_n \Phi^{(3)}_{n+1} \right),$$

(9.20)

where $\Phi^{(3)}_n$ is an infinite collection of fields of the form (9.19) needed to escape the no-go theorem of the existence of an action for selfdual antisymmetric forms with a finite number of fields and covariant [10]. To write action (9.20) we followed the technique developed in [37] and it has similarity with action proposed in [34] where all the pictures are taken simultaneously into account introducing new commuting fields. The expansion of the string fields in terms of powers of these new fields leads to a target space action with infinite number of fields [38].

The action (9.20) is invariant under the gauge transformations

$$\delta \Phi^+_c = (Q_L + Q_R) \Omega + \Delta,$$

(9.21)

$$\delta \Phi^{(3)}_{2n} = (Q_L + Q_R) \Gamma, \quad \delta \Phi^{(3)}_{2n+1} = (Q_L + Q_R) \Delta, \quad \forall \, n.$$
where $\Omega$ has total ghost number 1, whereas $\Delta$ and $\Gamma$ have ghost number 2. Notice that there is no coupling between $\Phi^{(3)}_n$ and the antifields, because of the ghost number of $\Phi^{(3)}_n$.

The presence of commuting ghosts $\lambda^\alpha$ and $\lambda^{\hat{\alpha}}$ is usually the source of a well-known problem, an infinite number of equivalent copies of the cohomology, identified by a new quantum number known as picture. In the context of topological theory the Picture Changing Operator (PCO) and its inverse have been constructed on the basis of supergeometry and singular forms [32]. In pure spinor string theory, Berkovits has recently suggested that the PCO and its inverse can be indeed constructed [30]. This would motivate the introduction of an infinite number of fields $\Phi^{(3)}_n$ necessary to construct a string field theory action for closed superstrings.

From the action $S^K$ one can derive the equations of motion

$$\{Q_L + Q_R, \Phi^+_c\} + \Phi^{(3)}_1 = 0, \quad \{Q_L + Q_R \Phi^{(3)}_0\} = 0,$$

(9.22)

$$\Phi^{(3)}_0 = \Phi^{(3)}_2 = \Phi^{(3)}_4 = \ldots,$$

$$\Phi^{(3)}_1 = \Phi^{(3)}_3 = \Phi^{(3)}_5 = \ldots.$$

and for a solution with a finite number of string fields, one gets

$$\{Q_L + Q_R, \Phi^+_c\} = 0,$$

(9.23)

$$\Phi^{(3)}_0 = \Phi^{(3)}_2 = \Phi^{(3)}_4 = \ldots = 0,$$

$$\Phi^{(3)}_1 = \Phi^{(3)}_3 = \Phi^{(3)}_5 = \ldots = 0.$$

which are the equations of motion discussed in the previous sections. This also confirms the fact that the fields $\Phi^{(3)}_n$ are not propagating and they are only Lagrange multipliers. For a solution with finite number of fields, the equations are invariant under the gauge transformations with $\Delta = 0$ and $(Q_L + Q_R)\Gamma = 0$. This coincides with the correct gauge invariance of the theory.

The action given summing (9.18) and (9.20) has several properties which justify its form: i) it leads to the correct equations of motion in the space of solutions with a finite number of fields, ii) it has the correct gauge transformations and it is explicitly supersymmetric, iii) the relation between fields and antifields is realized, iv) the new operators $\Phi^{(3)}_n$ play only an auxiliary role and they do not propagate, v) the action avoids the no-go theorems about selfdual forms, vi) the action suggests a Chern-Simons-like action in a higher “dimension” (that can be reduced to the form in (9.18) by discretizing the new dimension) and can be interpreted as a Chern-Simons action for the supermembrane where one has to reabsorb 7 ghosts (see [39]).
10. Outlook

We collected, analysed and studied some of the fundamental ingredients for amplitude computations in covariant superstring formalism. We showed the power of the present framework, where we were able to construct a systematic procedure to compute the vertex operators for closed covariant superstrings. We also found a way to relax superspace contraints and we proposed a tentative closed string field theory action. However, there are several open questions which were not addressed in this paper: 

a) the extension of amplitude computations beyond tree level, b) the computation of deformed superspaces associated to non constant RR fields \[29\], c) the analysis of T-duality (it is rather simple to check T-duality for vertex operators, but a detailed analysis should be done at the level of sigma model \[3\], d) the role played by conformal invariance and worldsheet diffeomorphisms, last but not least e) a full-fledged field theory for open and closed strings. To answer some of these questions one should probably follow a more geometrical approach based on WZW actions \[10,11,12\].
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Appendix A. BRST Symmetry, Gauge Invariance and the Sigma Model

The field content is \(x^m\) where \(m = 0, \ldots, 9\), two Majorana-Weyl spinors \(\theta^\alpha, \hat{\theta}^\hat{\alpha}\) with \(\alpha = \hat{\alpha} = 1, \ldots, 16\) and their conjugate momenta \(\partial x^m, p_\alpha\) and \(\hat{p}_{\hat{\alpha}}\). The Dirac matrices \(\gamma^m_{\alpha\beta}\) and \(\gamma^m_{\hat{\alpha}\hat{\beta}}\) are the 16 \(\times\) 16 off-diagonal blocks of \(Spin(9,1)\) Dirac matrices. They are real and symmetric and they satisfy the Fierz identities \(\gamma^m_{\alpha\beta}\gamma^m_{\gamma\delta} = 0\). We introduce the commuting Weyl spinors \(\lambda^\alpha\) and \(\hat{\lambda}^\hat{\alpha}\), which satisfy the pure spinor conditions

\[\begin{align*}
\lambda \gamma^m \lambda &= 0, & \hat{\lambda} \gamma^m \hat{\lambda} &= 0,
\end{align*}\]

and their conjugate momenta \(w_\alpha, \hat{w}_{\hat{\alpha}}\). The solution of the pure spinor constraints can be only achieved by breaking Lorentz invariance, however we do not need to solve them in the present paper. It is very important to introduce the supersymmetric invariant composite operators

\[d_\alpha = p_\alpha - \frac{1}{2} \partial x^m (\gamma_m \theta)_\alpha - \frac{1}{8} (\gamma^m \theta)_\alpha (\theta \gamma_m \partial \theta),\]

(A.1)
\[ \hat{d}_\alpha = \hat{\rho}_\alpha - \frac{1}{2} \bar{\partial} x^m (\gamma^m \hat{\theta})_\alpha - \frac{1}{8} (\gamma^m \hat{\theta})_\alpha (\bar{\theta} \gamma_m \bar{\partial} \hat{\theta}), \]

Following Berkovits, we define the BRST operators

\[ Q_L = \oint dz \lambda^\alpha d_\alpha, \quad Q_R = \oint d\bar{z} \hat{\lambda}^\hat{\alpha} \hat{d}_\hat{\alpha}. \]  

(A.2)

which satisfy

\[ Q^2_L = - \oint dz \lambda \gamma^m \lambda \Pi_m, \quad [Q_L, Q_R] = 0, \quad Q^2_R = - \oint d\bar{z} \hat{\lambda} \gamma^m \hat{\lambda} \hat{\Pi}_m, \]  

(A.3)

where \( \Pi_m = \partial x^m + \frac{1}{2} \theta \gamma^m \partial \theta \) and \( \hat{\Pi}_m = \bar{\partial} x^m + \frac{1}{2} \hat{\theta} \gamma^m \bar{\partial} \hat{\theta} \).

Due to pure spinor constraints, they are nilpotent up to gauge transformations of \( w_\alpha, \hat{w}_\hat{\alpha} \), given by

\[ \Delta_L w_\alpha = \Lambda_m (\gamma^m \lambda)_\alpha, \quad \Delta_R \hat{w}_\hat{\alpha} = \hat{\Lambda}_m (\gamma^m \hat{\lambda})_\hat{\alpha}. \]  

(A.4)

with the local parameters \( \Lambda_m \) and \( \hat{\Lambda}_m \) generated by the pure spinor constraints. These gauge transformations remove the degrees of freedom from the covariant \( w_\alpha \) and \( \hat{w}_\hat{\alpha} \) the independent dof of the pure spinors \( \lambda^\alpha \) and \( \hat{\lambda}^\hat{\alpha} \). Gauge invariant operators are

\[ J_L = : w_\alpha \lambda^\alpha :, \quad J_R = : \hat{w}_\hat{\alpha} \hat{\lambda}^\hat{\alpha} :, \]  

(A.5)

\[ N_L = \frac{1}{2} : w \gamma^{mn} \lambda :, \quad N_R = \frac{1}{2} : \hat{w} \gamma^{mn} \hat{\lambda} :, \]

Following the usual prescription of the BRST quantization rules, we can define the quantum action as follows

\[ S_0 = S_{GS} + Q_L \int d^2 z w_\alpha \bar{\partial} \theta^\alpha + Q_R \int d^2 z \hat{w}_\hat{\alpha} \bar{\partial} \hat{\theta}^\hat{\alpha}. \]  

(A.6)

where \( S_{GS} \) is the Green-Schwarz action in the conformal gauge \[ . \] Even if this looks like the usual BRST procedure, we have to notice that the BRST-like operators \( Q_L \) and \( Q_R \) are nilpotent up to gauge transformations \[ (A.4) \]. This compensates the fact that the Green-Schwarz action is not invariant under BRST transformations. In addition, we can always add BRST invariant terms to the action. However, there is no procedure to get \( (A.6) \) from an honest gauge fixing of the Green-Schwarz action (a suggestion is given in \[ [43] \]).

By exploiting the different contributions in \( (A.6) \), we obtain

\[ S_0 = \int d^2 z \left( \frac{1}{2} \partial x^m \bar{\partial} x_m + p_\alpha \partial \theta^\alpha + \tilde{p}_\hat{\alpha} \bar{\partial} \hat{\theta}^\hat{\alpha} + w_\alpha \bar{\partial} \lambda^\alpha + \hat{w}_\hat{\alpha} \bar{\partial} \hat{\lambda}^\hat{\alpha} \right), \]  

(A.7)
which is BRST invariant and invariant under the gauge transformation (A.4) if the spinors $\chi^\alpha, \lambda$, $\bar{\lambda}$ are pure. The action is also invariant under supersymmetry transformations generated by $Q_\epsilon = e^\alpha \oint d\Sigma q_\alpha + \bar{\epsilon}^\alpha \oint \bar{d}z \bar{q}_\alpha$ where the explicit expressions for the supersymmetry currents are

$$q_\alpha = p_\alpha + \frac{1}{2} \partial x^m (\gamma^m \theta)_{\alpha}, \quad \hat{q}_\alpha = \hat{p}_\alpha + \frac{1}{2} \partial x^m (\gamma^m \hat{\theta})_{\hat{\alpha}} + \frac{1}{24} (\hat{\theta} \gamma^m \bar{\theta})_{\hat{\alpha}}.$$  \hfill (A.8)

These do not anticommute with the BRST operators $Q_L$ and $Q_R$, since

$$[Q_L, q_\alpha] = \partial \chi_\alpha, \quad [Q_R, \hat{q}_\hat{\beta}] = \bar{\partial} \hat{\chi}_\hat{\beta}$$ \hfill (A.9)

where $\chi_\alpha$ and $\hat{\chi}_\hat{\beta}$ are the BRST-invariant quantities

$$\chi_\alpha = \frac{1}{3} (\lambda \gamma^m \theta)(\gamma^m \theta)_\alpha, \quad \hat{\chi}_\hat{\beta} = \frac{1}{3} (\hat{\lambda} \gamma^p \hat{\theta})(\gamma^p \hat{\theta})_{\hat{\beta}} \hfill (A.10)$$

We also introduce the Lorentz currents

$$L^{mn} = \frac{1}{2} : \partial x^{[m} x^{n]} : + \frac{1}{2} : (p \gamma^{mn} \theta) : + : N^{mn} :; \hfill (A.11)$$

$$\hat{L}^{pq} = \frac{1}{2} : \partial x^{[p} x^{q]} : + \frac{1}{2} : (\hat{p} \gamma^{pq} \hat{\theta}) : + \hat{N}^{pq} :,$$

which satisfy the following commutation relations with the BRST charges

$$[Q_L, L^{mn}] = \partial G^{mn}; \quad [Q_R, \hat{L}^{pq}] = \bar{\partial} \hat{G}^{pq} \hfill (A.12)$$

where

$$G^{mn} = \frac{1}{4} (\theta \gamma^r \lambda) \left( \delta_r^{[m} x^{n]} + \frac{1}{4} (\theta \gamma_r \gamma^{mn} \theta) \right); \quad \hat{G}^{pq} = \frac{1}{4} (\hat{\theta} \gamma^r \hat{\lambda}) \left( \delta_r^{[p} x^{q]} + \frac{1}{4} (\hat{\theta} \gamma_r \gamma^{pq} \hat{\theta}) \right) \hfill (A.13)$$

are BRST invariant. By using the equations of motion from (A.7) it is easy to show that the currents $q_\alpha, \hat{q}_\hat{\beta}, \lambda^\alpha d_\alpha, \hat{\lambda} \hat{d}_\hat{\beta}, L^{mn}$ and $\hat{L}^{pq}$ are holomorphic and anti-holomorphic, respectively.

The energy-momentum tensor is given by

$$T_{zz} = -\frac{1}{2} \Pi^m \Pi_m + d_\alpha \partial \theta^\alpha - w_\alpha \partial \lambda^\alpha; \quad \hat{T}_{\hat{z}\hat{z}} = -\frac{1}{2} \hat{\Pi}^m \hat{\Pi}_m - \hat{d}_{\hat{\alpha}} \partial \hat{\theta}^\hat{\alpha} - \hat{w}_{\hat{\alpha}} \partial \hat{\lambda}^\hat{\alpha}. \hfill (A.14)$$

where the last term in both expressions is invariant under the gauge transformations (A.4) which allow us to rewrite $T$ and $\hat{T}$ in terms of independent components of pure spinors.

Our conventions for superspace covariant derivatives and supersymmetry charges are

$$D_\alpha = \partial_\alpha + \frac{1}{2} (\gamma^m \theta)_{\alpha} \partial_m, \quad \hat{D}_{\hat{\alpha}} = \partial_{\hat{\alpha}} + \frac{1}{2} (\gamma^m \hat{\theta})_{\hat{\alpha}} \partial_m, \quad Q_\alpha = \partial_\alpha - \frac{1}{2} (\gamma^m \theta)_{\alpha} \partial_m, \quad \hat{Q}_{\hat{\alpha}} = \partial_{\hat{\alpha}} - \frac{1}{2} (\gamma^m \hat{\theta})_{\hat{\alpha}} \partial_m \hfill (A.15)$$

which satisfy

$$\{D_\alpha, D_\beta\} = \gamma^m_{\alpha \beta} \partial_m, \quad \{\hat{D}_{\hat{\alpha}}, \hat{D}_{\hat{\beta}}\} = \gamma^m_{\hat{\alpha} \hat{\beta}} \partial_m, \quad D_\alpha, \hat{D}_{\hat{\beta}} \} = 0 \quad \hfill (A.16)$$

$$\{D_\alpha, Q_\beta\} = 0, \quad \{\hat{D}_{\hat{\alpha}}, \hat{Q}_{\hat{\beta}}\} = 0.$$
Appendix B. Solution of the Iterative Equations

We list here the solution up to second order in both $\theta^\alpha$ and $\hat{\theta}^\dot{\alpha}$ for the superfields $A_{\alpha\dot{\beta}}, A_{\alpha p}, A_{m\dot{\beta}}, E_{\alpha}^{\dot{\beta}}$ and $E^{\alpha}_{\dot{\beta}}$.

\[
A_{\alpha\dot{\beta}} = -\frac{1}{4}(\gamma^m\theta)_\alpha(\gamma^p\hat{\theta})_{\dot{\beta}}(g+b+\eta\phi)_{mp} + \frac{1}{6}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\gamma}} \psi^{\gamma}_p + \frac{1}{6}(\gamma^m\theta)_\alpha(\gamma^p\hat{\theta})_{\dot{\beta}}(\gamma_\dot{\gamma})_{\dot{\gamma}} \psi^{\dot{\gamma}}_m \\
+ \frac{1}{9}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\beta}}(\gamma^p\hat{\theta})_{\dot{\beta}}(\gamma_\dot{\gamma})_{\dot{\gamma}} \hat{\psi}^{\beta\beta} + \ldots
\]

\[
A_{\alpha p} = \frac{1}{2}\theta^\beta(\gamma^m\theta)_\alpha(\gamma^p\hat{\theta})_{\dot{\beta}}(g+b+\eta\phi)_{mp} - \frac{1}{2}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\gamma}} \psi^{\gamma}_p + \frac{1}{3}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\gamma}} \psi^{\beta}_p \\
+ \frac{1}{3}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\beta}}(\gamma^p\hat{\theta})_{\dot{\gamma}} f^{\beta\gamma} - \frac{1}{16}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\beta}}(\gamma^p\hat{\theta})_{\dot{\gamma}} (\gamma^{qr})_{\dot{\gamma}} \omega_{m,qr} \\
- \frac{1}{24}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\beta}}(\gamma^p\hat{\theta})_{\dot{\gamma}} c^{\gamma}_{qr} + \ldots
\]

\[
A_{m\dot{\beta}} = \frac{1}{2}\hat{\theta}^\gamma(\gamma^m\theta)_\alpha\psi^{\gamma}_m + \frac{1}{8}(\gamma^m\theta)_\alpha(\gamma^p\hat{\theta})_{\dot{\beta}} \omega_{m,pq} + \frac{1}{3}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\gamma}} \hat{\psi}^{\gamma}_p + \frac{1}{3}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\gamma}} \hat{\psi}^{\beta}_p \\
+ \frac{1}{16}(\gamma^m\theta)_\gamma(\gamma_\dot{\gamma})_{\dot{\gamma}} (\gamma^{qr})_{\dot{\gamma}} f^{\beta\gamma} + \ldots
\]

\[
E_{\alpha}^{\dot{\beta}} = \frac{1}{2}\theta^\gamma(\gamma^m\theta)_\alpha\psi^{\gamma}_m + \frac{1}{8}(\gamma^m\theta)_\alpha(\gamma^p\hat{\theta})_{\dot{\beta}} \omega_{m,pq} + \frac{1}{3}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\gamma}} \hat{\psi}^{\gamma}_p + \frac{1}{3}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\gamma}} \hat{\psi}^{\beta}_p \\
- \frac{1}{12}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\beta}}(\gamma^p\hat{\theta})_{\dot{\gamma}} \hat{\psi}^{\gamma}_p + \frac{1}{12}(\gamma^m\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\beta}}(\gamma^p\hat{\theta})_{\dot{\gamma}} \hat{\psi}^{\gamma}_p + \ldots
\]

\[
E^{\alpha}_{\dot{\beta}} = \frac{1}{2}\hat{\theta}^\gamma(\gamma^p\hat{\theta})_{\dot{\beta}} \psi^{\gamma}_p + \frac{1}{8}(\gamma^{mn}\theta)_\alpha(\gamma^p\hat{\theta})_{\dot{\beta}} \omega_{mn,p} + \frac{1}{3}(\gamma^p\hat{\theta})_{\dot{\beta}}(\gamma^p\hat{\theta})_{\dot{\gamma}} \hat{\psi}^{\gamma}_p \\
- \frac{1}{8}(\gamma^{mn}\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\beta}} \hat{\psi}^{\gamma}_p + \frac{1}{12}(\gamma^{mn}\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\beta}}(\gamma^p\hat{\theta})_{\dot{\gamma}} c^{\gamma}_{mn} \\
+ \frac{1}{12}(\gamma^{mn}\theta)_\alpha(\gamma_\dot{\beta})_{\dot{\beta}}(\gamma^p\hat{\theta})_{\dot{\gamma}} \hat{\psi}^{\gamma}_p + \ldots
\]
Appendix C. Solution of the Iterative Equations for Non-Constant RR Field-Strength

Here we give the rest of the superfields for non linear $x$-dependent RR fields strengths.

\[
A_{\alpha p} = \frac{1}{3}(\gamma^m \theta)_{\alpha}(\gamma_m \theta)_{\beta}(\gamma^p \hat{\theta})_{\gamma}(f^{\beta\gamma} + C_n \beta \gamma \Gamma^n) \\
+ \frac{1}{36}(\gamma^m \theta)_{\alpha}(\gamma_m \theta)_{\gamma}(\gamma^q \hat{\theta})_{\beta}(\gamma^r \hat{\theta})_{\alpha}C_r \gamma \hat{\gamma} \\
+ \frac{1}{60}(\gamma^m \theta)_{\alpha}(\gamma_m \theta)_{\beta}(\gamma^{nr} \theta)_{\beta}(\gamma^p \hat{\theta})_{\gamma}C_r \gamma \hat{\beta}
\]

\[
A_{m\beta} = \frac{1}{3}(\gamma^m \theta)_{\beta}(\gamma^p \hat{\theta})_{\gamma}(f^{\beta\gamma} + C_n \beta \gamma \Gamma^n) \\
+ \frac{1}{36}(\gamma^m \theta)_{\alpha}(\gamma^{nr} \theta)_{\alpha}(\gamma^p \hat{\theta})_{\gamma}C_r \gamma \hat{\gamma} \\
+ \frac{1}{60}(\gamma^m \theta)_{\gamma}(\gamma^p \hat{\theta})_{\beta}(\gamma^{rs} \hat{\theta})_{\gamma}(\gamma^r \hat{\theta})_{\beta}C_s \gamma \hat{\delta}
\]

\[
E_{\alpha \hat{\beta}} = \frac{1}{3}(\gamma^m \theta)_{\alpha}(\gamma_m \theta)_{\gamma}(f^{\gamma\hat{\beta}} + C_n \gamma \hat{\gamma} \Gamma^n) \\
+ \frac{1}{12}(\gamma^m \theta)_{\alpha}(\gamma_m \theta)_{\gamma}(\gamma^p \hat{\theta})_{\beta}(\gamma^q \hat{\theta})_{\gamma}C_q \gamma \hat{\gamma} + \frac{1}{60}(\gamma^m \theta)_{\alpha}(\gamma_m \theta)_{\beta}(\gamma^{nr} \theta)_{\beta}(\gamma^p \hat{\theta})_{\gamma}C_r \gamma \hat{\beta}
\]

\[
E^{\alpha \hat{\beta}} = \frac{1}{3}(\gamma^p \hat{\theta})_{\beta}(\gamma^q \hat{\theta})_{\gamma}(f^{\alpha\hat{\gamma}} + C_m \alpha \hat{\gamma} \Gamma^m) \\
+ \frac{1}{12}(\gamma^{mn} \theta)_{\alpha}(\gamma_m \theta)_{\gamma}(\gamma^p \hat{\theta})_{\beta}(\gamma^q \hat{\theta})_{\gamma}C_n \gamma \hat{\gamma} + \frac{1}{60}(\gamma^p \hat{\theta})_{\beta}(\gamma^q \hat{\theta})_{\gamma}(\gamma^{qr} \hat{\theta})_{\gamma}(\gamma^q \hat{\theta})_{\beta}C_r \alpha \hat{\delta}
\]

\[
A_{mp} = (\gamma^m \theta)_{\beta}(\gamma^p \hat{\theta})_{\gamma}(f^{\beta\gamma} + C_n \beta \gamma \Gamma^n) \\
+ \frac{1}{12}(\gamma^m \theta)_{\beta}(\gamma^{nr} \theta)_{\beta}(\gamma^p \hat{\theta})_{\gamma}C_r \gamma \hat{\beta} + \frac{1}{12}(\gamma^m \theta)_{\gamma}(\gamma^p \hat{\theta})_{\beta}(\gamma^{rs} \hat{\theta})_{\gamma}(\gamma^r \hat{\theta})_{\beta}C_s \gamma \hat{\gamma}
\]

\[
E_{m \hat{\beta}} = (\gamma^m \theta)_{\gamma}(f^{\gamma\hat{\beta}} + C_n \gamma \hat{\gamma} \Gamma^n) \\
+ \frac{1}{4}(\gamma^m \theta)_{\gamma}(\gamma^{pq} \hat{\theta})_{\beta}(\gamma^p \hat{\theta})_{\gamma}C_q \gamma \hat{\gamma} + \frac{1}{12}(\gamma^m \theta)_{\alpha}(\gamma^{nr} \theta)_{\alpha}(\gamma^m \theta)_{\gamma}C_r \gamma \hat{\beta}
\]
\[ E^\alpha_p = (\gamma_p \hat{\theta})_\gamma (f^{\alpha \gamma} + C_m^{\alpha \gamma} x^m) \]
\[ + \frac{1}{4} (\gamma^{mn} \theta)^{\alpha} (\gamma_m \theta) \gamma_m \hat{\theta} C_n \gamma^\beta + \frac{1}{12} (\gamma_p \hat{\theta})_\beta (\gamma^ns \hat{\theta})^\beta (\gamma_q \hat{\theta})_\gamma C_r \alpha^\gamma \]

\[ P^{\alpha \beta} = (f^{\alpha \beta} + C_m^{\alpha \beta} x^m) \]
\[ + \frac{1}{4} (\gamma^{mn} \theta)^{\alpha} (\gamma_m \theta) \gamma C_n \gamma^\beta + \frac{1}{4} (\gamma^{pq} \hat{\theta})_\beta (\gamma_q \hat{\theta})_\gamma C_q \alpha^\gamma . \]
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