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DIFFEOMORPHISMS OF QUANTUM FIELDS

DIRK KREIMER AND KAREN YEATS

Abstract. We study field diffeomorphisms Φ(x) = F (ρ(x)) = a0ρ(x) + a1ρ
2(x) + . . . =

∑

∞

j+0
ajρ

j+1, for free and interacting quantum fields Φ. We find that the theory is invariant
under such diffeomorphisms if and only if kinematic renormalization schemes are used.

1. Introduction

In [8] Andrea Velenich and one of us investigated what happens if one applies a field
diffeomorphism

Φ(x) = F (ρ(x)) = a0ρ(x) + a1ρ
2(x) + . . . =

∞
∑

j+0

ajρ
j+1,

to a free scalar quantum field Φ(x) with Lagrangian density

L(Φ) =
1

2
∂µΦ(x)∂

µΦ(x)−
m2

2
Φ2(x).

We set a0 = 1 (and the diffeomorphism is tangent to the identity, so no constant term) in the
following without loss of generality. The question to study is how, in terms of the seemingly
interacting ρ fields, one recognizes the underlying free field theory. No recourse to formal
manipulations of a path integral or the path integral measure was made in [8].

Instead, in the context of kinematic renormalization schemes, it was shown for the massive
theory that interacting tree-level amplitudes vanish, through explicit computations summing
all amplitudes up to six external legs. The vanishing reveals itself only in the sum of all tree
amplitudes with a given number of external legs and is based on non-trivial cross cancella-
tions.

In that first paper we could not provide an all orders proof of the vanishing of the tree-level
amplitudes. This is the crucial requirement to understand the situation in general though:
the vanishing of loop amplitudes follows from the vanishing of tree-amplitudes and analytic
properties of amplitudes in the context of those renormalization schemes which subtract at
a renormalization point given by kinematic conditions on the amplitude.

With loops, the same was established at first loop order for such kinematic renormalization
schemes.1 For the massless theory, the vanishing of all interacting tree- and loop-amplitudes
was shown on analyzing the structure of the S-matrix.

KY thanks the Kolleg Mathematik Physik Berlin (KMPB) for support during a visit in summer 2016.
KY is supported by an NSERC Discovery grant. DK thanks the IHES for hospitality September 2016.

1In [7] a similar result was obtained. A formal use of a Jacobian of the field diffeomorphism in the path
integral leads to erroneous results by terms which would vanish in kinematic renormalization. There, a
solution was proposed modifying the path integral formalism.
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In this document we will prove the vanishing of interacting amplitudes in the ρ fields for
all n > 2 and for all loop orders.

The first step is to prove it at tree-level. This involves two steps, a reduction of the problem
to a purely combinatorial identity and a proof of this identity involving some nontrivial
manipulations of Bell polynomials. In order to achieve this we will first need a digression
into Bell polynomials and Bell polynomial identities.

Once the tree-level result is proved we will extend it inductively to all loop orders using
that loop amplitudes are formed from tree amplitudes with off-shell legs identified between
trees, or equivalently from Cutkosky rules and the optical theorem.

We verify that taking the sum over all possible left hand and right hand sides — for a gluing
of loop amplitudes from two tree-amplitudes or vice versa from cutting a loop amplitude for
a Cutkosky cut — with each diagram on each side weighted by its symmetry factor will give
the correct symmetry factors for the full diagrams.

Once that is in hand the sums on both sides of the cut are themselves vanishing amplitudes
inductively since the cut edges are on-shell and so Cutkosky tells us that the imaginary
part of the whole amplitude vanishes. Then the optical theorem gives that the amplitude
itself vanishes proving the main result. Equivalently, upon gluing Feynman rules of the
diffeomorphed theory reduce amplitudes to tadpole amplitudes which vanish in kinematic
renormalization.

We will then continue and study field diffeomorphims tangent to the identity for an inter-
acting field theory. Again, we show that the structure of the newly generated vertices and the
demands of S-matrix theory suffice to conclude the diffeomorphism invariance of Wightman
functions — but only in the context of kinematic renormalization. Remarkably, the Jacobian
of the field diffeomorphism plays no role in this proof. We conclude with some considerations
on the equivalence class defined by field diffeomorphisms tangent to the identity and exhibit
consequences for the adiabatic limit in the context of Haag’s theorem.

2. Bell polynomial identities

To begin with we will develop some results on Bell polynomials which will be needed for
the tree-level result.

The Bell polynomials, sometimes known as partial or incomplete Bell polynomials, are
defined as follows.

Definition 2.1. Suppose 0 ≤ k ≤ n are integers, then the Bell polynomials are defined by

Bn,k(x1, x2, . . .) =
∑

j1+j2+j3+···=k
j1+2j2+3j3+···=n

ji≥0

n!

j1!j2!j3! · · ·

(x1

1!

)j1
(x2

2!

)j2
(x3

3!

)j3

At the level of generating functions this definition becomes

exp

(

u
∞
∑

j=1

xj

tj

j!

)

=
∑

n,k≥0

Bn,k(x1, x2, . . .)
tn

n!
uk
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Pulling out the coefficients of u we get the composition formula for k ≥ 0

(1)
1

k!

(

∞
∑

j=1

xj

tj

j!

)k

=
∑

n≥k

Bn,k(x1, x2, . . .)
tn

n!

It will also be important for us that Bell polynomials count set partitions in the following
sense

∑

P1∪P2∪···∪Pk={1,...,n}
Pi disjoint, nonempty

x|P1|x|P2| · · ·x|Pk| = Bn,k(x1, x2, . . .)

Bell polynomial identities will be central to proving our main result. Some of these identi-
ties were known and others can be derived using techniques in the literature. First we need
a lemma on shifting arguments in Bell polynomials

Lemma 2.2.

Bn,k(1, x2, x3, x4, . . .) =
∑

0≤j≤k

n!

(n− k)!j!
Bn−k,k−j(x2/2, x3/3, x4/4, . . .)

Proof. Calculate directly from the definition

Bn,k(1, x2, x3, x4, . . .) =
∑

j1+j2+···=k
j1+2j2+3j3+···=n

n!

j1!j2! · · ·

xj2
2

(2!)j2
xj3
3

(3!)j3
· · ·

=
∑

j1+j2+···=k
j2+2j3+3j4+···=n−k

n!

j1!j2! · · ·

1

2j23j3 · · ·

xj2
2

(1!)j2
xj3
3

(2!)j3
· · ·

=
n!

(n− k)!

k
∑

j1=0

1

j1!

∑

j2+···=k−j1
j2+2j3+3j4+···=n−k

(n− k)!

j2! · · ·

(x2/2)
j2

(1!)j2
(x3/3)

j3

(2!)j3
· · ·

=
∑

0≤j≤k

n!

(n− k)!j!
Bn−k,k−j(x2/2, x3/3, x4/4, . . .)

�

Birmajer, Gil, and Weiner in [1] give some inverse relations between Bell polynomials, the
following one of which will be useful for us.

Theorem 2.3 ([1] Theorem 15). Let a, b ∈ Z. Given x1, x2, . . ., define y1, y2, . . . by

yn =

n
∑

k=1

(

an + bk

k − 1

)

(k − 1)!Bn,k(x1, x2, . . .)

Then for any λ ∈ C,
n
∑

k=1

(

λ

k − 1

)

(k − 1)!Bn,k(y1, y2, . . .) =

n
∑

k=1

(

λ+ an+ bk

k − 1

)

(k − 1)!Bn,k(x1, x2, . . .)

Next we need some identities on sums of products of Bell polynomials and their arguments.
3



Lemma 2.4. Suppose n, k > 0.

Bn,k(x1, x2, . . .) =
n!

k

n
∑

s=0

xs

s!

Bn−s,k−1(x1, x2, . . .)

(n− s)!

and
n
∑

s=0

s
xs

s!

Bn−s,k−1(x1, x2, . . .)

(n− s)!
=

Bn,k(x1, x2, . . .)

(n− 1)!

Proof. These are known. The first is Cvijović [5] equation 1.4 with 1 as k1 and k − 1 as k2.
Then from Cvijović equation 2.3 with the substitution gn(k) = k!Bn,k/n! and fn = xn/n!
and with k − 1 for k we get

n
∑

s=0

(sk − n)(k − 1)!
xs

s!

Bn−s,k−1(x1, x2, . . .)

(n− s)!
= 0

so we obtain the second equation
n
∑

s=0

s
xs

s!

Bn−s,k−1(x1, x2, . . .)

(n− s)!
=

n

k

n
∑

s=0

xs

s!

Bn−s,k−1(x1, x2, . . .)

(n− s)!
=

1

(n− 1)!
Bn,k(x1, x2, . . .)

�

The proof technique for the remaining identities follows that of Cvijović in [5] which he
used to get the equations used above.

Lemma 2.5. Let G(t) =
∑

n≥0 gnt
n and F (t) =

∑

n≥1 fnt
n. Suppose k ≥ 1 and

G(t) = F (t)k−1

then
n
∑

i=0

(n(n− 1)− ki(n− 1))fign−i = 0

Proof. G(t) = F (t)k−1 so taking a logarithmic derivative gives

G′(t)F (t) = (k − 1)G(t)F ′(t).

Taking another derivative and rearranging gives

G′′(t)F (t) + (2− k)G′(t)F ′(t) + (1− k)G(t)F ′′(t) = 0

Taking coefficients gives the equation. �

Lemma 2.6. Let D(t) =
∑

n≥0 dnt
n and C(t) =

∑

n≥1 cnt
n. Suppose

D(t) =

(

1

1− C(t)

)s+1

then, with the convention c0 = −1, the following identities hold

(1)
∑n

i=0

∑i

j=0(2(s+ 1)(i− j)j + (n− i)i)dn−ici−jcj = 0

(2)
∑n

i=0

∑i

j=0(2(n− i) + (s+ 1)i)dn−ici−jcj = 0

(3)
∑n

i=0

∑i

j=0((s+1)(i− j)j(i− 2)+ (n− i)(j(j − 1)+ (i− j)(i− j − 1)))dn−ici−jcj = 0

(4)
∑n

i=0

∑i

j=0((s+1)i(i−1)+(n−i)i−(s+1)(j(j−1)+(i−j)(i−j−1)))dn−ici−jcj = 0

4



Proof. D(t) = (1− C(t))−(s+1) so taking the logarithmic derivative we get

(2) D′(t)(1− C(t)) = (s+ 1)D(t)C ′(t)

So

2(s+ 1)D(t)C ′(t)C ′(t) = 2D′(t)(1− C(t))C ′(t) = −D′(t)((1− C(t))2)′

So

2(s+ 1)D(t)((1− C(t))′)2 +D′(t)((1− C(t))2)′ = 0

Taking coefficients gives the first equation.
Returning to (2)

2D′(t)(1− C(t))2 = 2(s+ 1)D(t)C ′(t)(1− C(t)) = −(s+ 1)D(t)((1− C(t))2)′

so

2D′(t)(1− C(t))2 + (s+ 1)D(t)((1− C(t))2)′ = 0

Taking coefficients gives the second equation.
Similarly, calculate

(s+ 1)D(t)(((1− C(t))′)2)′ = −2D′(t)(1− C(t))(1− C(t))′′

and

(s+1)D(t)((1−C(t))2)′′ = −2D′(t)(1−C(t))(1−C(t))′ +2(s+1)D(t)(1−C(t))(1−C(t))′′

Taking coefficients gives the third and fourth equations. �

Lemma 2.7. For 1 ≤ k ≤ n integers

n−k+1
∑

s=1

xs

s!(n− s)!
Bn−s,k−1(x1, x2, . . .)(n(n− 1)− ks(n− 1)) = 0

Proof. Let fs = xs/s! and let gs = (k − 1)!Bs,k−1(x1, x2, . . .)/s!. By (1), apply Lemma 2.5
and cancel the (k − 1)! to obtain the result. �

Lemma 2.8. With the convention x0 = −1

(1)

n
∑

i=0

i
∑

j=0

(2(s+ 1)(i− j)j + (n− i)i)
xi−j

(i− j)!

xj

j!

n
∑

ℓ=0

(s+ ℓ)!
Bn−i,ℓ(x1, x2, . . .)

(n− i)!
= 0

(2)

n
∑

i=0

i
∑

j=0

(2(n− i) + (s+ 1)i)
xi−j

(i− j)!

xj

j!

n
∑

ℓ=0

(s+ ℓ)!
Bn−i,ℓ(x1, x2, . . .)

(n− i)!
= 0

(3)

n
∑

i=0

i
∑

j=0

((s+1)(i−j)j(i−2)+(n−i)(j(j−1)+(i−j)(i−j−1)))
xi−j

(i − j)!

xj

j!

n
∑

ℓ=0

(s+ℓ)!
Bn−i,ℓ(x1, x2, . . .)

(n− i)!
= 0

5



(4)

n
∑

i=0

i
∑

j=0

((s+1)i(i−1)+(n−i)i−(s+1)(j(j−1)+(i−j)(i−j−1)))
xi−j

(i − j)!

xj

j!

n
∑

ℓ=0

(s+ℓ)!
Bn−i,ℓ(x1, x2, . . .)

(n− i)!
= 0

Proof. By (1), the composition formula for Bell polynomials,

∞
∑

n=0

n
∑

ℓ=0

tn(s+ ℓ)!

n!
Bn,ℓ(x1, x2, . . .) =

∞
∑

i=0

(s+ i)!

i!

∞
∑

j=1

(

xjt
j

j!

)i

= s!

∞
∑

i=0

(

s+ i

i

)

C(t)i

= s!
∞
∑

i=0

(

−(s+ 1)

i

)

(−C(t))i

= s!(1− C(t))−(s+1)

Where C(t) =
∑∞

i=1
xi

i!
ti. So with cn = xn/n! and dn =

∑n

ℓ=0
(s+ℓ)!
s!n!

Bn,ℓ(x1, x2, . . .) we can
apply Lemma 2.6. Cancelling s! gives the results. �

3. Tree-level amplitudes

3.1. Reduction of tree-level problem to set partitions. The massive set-up from [8]
has the following ingredients. There is a propagator for which the Feynman rules give

i

p2 −m2
,

where m is the mass and p the momentum. There are standard vertices v of every degree
≥ 3 for which the Feynman rules give

i
dn−2

2
(p21 + p22 + · · ·+ p2n),

for a vertex of degree n with momenta p1, p2, . . . , pn for the incident edges where

dn = n!
n
∑

j=0

(j + 1)(n− j + 1)ajan−j,

and the ai are the coefficients of the original field diffeomorphism with a0 = 1.
The final ingredient for the massive set up are the massive vertices. There is one such

vertex w for every degree n ≥ 3 and the Feynman rules give −icn−2 for a vertex of degree n
where

cn = −m2 (n + 2)!

2

n
∑

j=0

ajan−j .

The tree-level n-point amplitude is the sum over all trees with n external edges built out of
these vertices. From a combinatorial perspective this is a sum over all trees with

• two different types of vertices (standard and massive),
• a momentum variable assigned to each edge (both internal and external),

6



• momentum conservation at each vertex (i.e. assign arbitrary orientations to the edges
and then the sum of the momenta coming in each vertex must equal the sum of the
momenta going out),

• n external edges (equivalently, n edges which have a leaf at one end),
• the external edges labelled, everything else unlabelled, and
• p2 = m2 for any momentum p labelling an external edge (this is the on-shell condition,
let xe := p2e −m2 name the corresponding off-shell variables for external edges e with
momentum pe).

Each tree contributes the product of the Feynman rules of its internal edges and vertices
(external edges contribute nothing).

Observe that if we fix the shape of a tree, then the sum over all trees of this shape is
the sum over all ways of assigning the vertices to be standard or massive. This is the same
as considering this tree only once, but where the vertex Feynman rules are the sum of the
standard and massive vertex Feynman rules. So the n-point amplitude is given by the sum
over all trees with n external edges using only this single more complicated vertex. Therefore
in this section we will only consider trees with a single vertex type. Note for later that such
a single vertex v of valence n can also be decomposed into n + 1 vertices

v =
n
∑

j=0

v(j), v(0) = cn−2 + nm2dn−2

2
, v(j) =

dn−2xj

2
, j > 0,

a fact which is useful when we study off-shell tree amplitudes.
For example the contribution to the 4-point amplitude comes from 53 possible trees: There

are three ways to put four external legs enumerated 1, . . . , 4 together using two three-point
vertices connected by an internal edge, and there are four choices v(i) for each three-point
vertex v, so this gives 3 × 4 × 4 = 48 contributions. The remaining five are contributed by
the five choices w(i) for a four-valent vertex w.

Suppose now we have an internal edge e of a tree. e splits the tree into two pieces. Thinking
of drawing e vertically, call these pieces the edges below and above e. Suppose there are n
external edges below e. Letting these edges be labelled 1, . . . , n with corresponding momenta
p1, . . . , pn then we see that edge e contributes

i

(p1 + · · ·+ pn)2 −m2

Now consider summing over all possible subtrees with n external edges labelled by 1, . . . , n
below e. For each such subtree apply Feynman rules to edge e and the vertices and edges
below e. Define the result of this calculation to be bn.

We can calculate the first few bn explicitly

b1 = 1

b2 = −2a1

b3 = −6a2 + 12a21

b4 = −24a3 + 120a1a2 − 120a31

b5 = −120a4 + 720a1a3 + 360a22 − 2520a21a2 + 1680a41
7



Note that the bn do not depend on m or the pi which is crucial, see Cor.(3.6). The bulk
of the work for the main results consists in proving the general form for the bi given in
Theorem 3.5. Specifically, we will prove that

(3) bn+1 =
n
∑

k=0

(n+ k)!

n!
Bn,k(−1!a1,−2!a2,−3!a3, . . .)

Where the Bn,k are the Bell polynomials (see Section 2). The vanishing that we want is then
a straightforward consequence, see Theorem 3.7.

The definition of bn lets us give the following recursive expression for it.

Proposition 3.1.

bn = −
∑

k>1
P1∪···∪Pk={1,...,n}
Pi disjoint, nonempty

b|P1| · · · b|Pk|×

×

(k−1)!
2

∑k−1
j=0 ajak−1−j

(

−m2(k + 1)(k) + (j + 1)(k − j)
∑k

i=1

(
∑

e∈Pi
pe
)2
)

(p1 + · · ·+ pn)2 −m2
.

Proof. Consider the edges incident to the lower vertex of e other than e itself. Each defines
a subtree (possibly just the edge itself as an internal edge). Fix a given assignment of the
external edges to these subtrees. Summing over all trees consistent with this assignment,
the contribution of the each subtree is given by bi where i is the number of external edges
assigned to this subtree. All such assignments of external edges are given by set partitions
of {1, . . . , n} with number of parts equal to the number of edges, other that e, incident to
the lower vertex of e.

Therefore bn is the sum over all possible degrees for the lower vertex of e and over all
possible set partitions with a compatible number of parts of the product of bi with i running
over the sizes of the parts of the set partition multiplied by the contribution of the lower
vertex of e and the contribution of e itself. This gives the statement of the proposition. �

We can view Proposition 3.1 along with the initial condition b1 = 1 as an alternate
definition of bn. In this view, the main result is to prove that the solution to the recurrence
of Proposition 3.1 with initial condition b1 = 1 is given by (3). This is a purely combinatorial
problem.

From the point of view of the combinatorics m is a formal variable and so in the recurrence
of Proposition 3.1 we can consider separately the part with m2 in the numerator and the
part with no m2 in the numerator. It suffices to show that the solution to these two parts
separately are given by (3) with appropriate weights so that factoring out this common
solution, the remaining coefficient of m2 part and the remaining dot products in the pi occur
with the correct coefficients to exactly cancel the denominator. The remainder of this section
works out the required definitions.

The pi are on-shell, so p2i = m2. Thus the square of any j distinct pi is a sum of jm2 and
j(j − 1)/2 terms of the form 2pi1 · pi2 . Define, then, b′n to be given by the m2 part of the

8



recurrence of Proposition 3.1. Specifically define

b′n = −
∑

k>1
P1∪···∪Pk={1,...,n}
Pi disjoint, nonempty

b′|P1|
· · · b′|Pk|

(k−1)!
2

∑k−1
j=0 ajak−1−j (−m2(k + 1)(k) + 2nm2(j + 1)(k − j))

(n− 1)m2

= −

n
∑

k=2

Bn,k(b
′
1, b

′
2, . . .)

(k − 1)!

2

k−1
∑

j=0

ajak−1−j

(

2n(j + 1)(k − j)− k(k + 1)

n− 1

)

Now consider the dot product terms. Since the entire sum is fully symmetric in the pi,
we do not need to keep track of which dot products appear. We simply need to count the
total number of dot product terms and by symmetry we know each possible dot product will
appear equally. Define, then, b′′n to be given by the dot product part of the recurrence of
Proposition 3.1. Specifically define

b′′n = −
∑

k>1
P1∪···∪Pk={1,...,n}
Pi disjoint, nonempty

b′′|P1|
· · · b′′|Pk|

(k − 1)!

2

k−1
∑

j=0

ajak−1−j

(

k
∑

i=1

(

|Pi|

2

)

+

(

n

2

)

)

(j + 1)(k − j)
(

n

2

)

3.2. Tree-level results.

Lemma 3.2. Let an and bn be sequences with a0 = 1, b1 = 1. The following are equivalent

(1) bn+1 =
∑n

k=0
(n+k)!

n!
Bn,k(−a1,−2!a2,−3!a3, . . .) for n ≥ 0

(2) Bm,m−n(b1, b2, b3, . . .) =
∑n

k=0
(m−1+k)!
(m−1−n)!n!

Bn,k(−a1,−2!a2,−3!a3, . . .) for m > n ≥ 0

Proof. First note that if the second equation holds then taking the special case of m = n+1
we get

Bn+1,1(b1, b2, . . .) =
n
∑

k=0

(n+ k)!

n!
Bn,k(−a1,−2!a2,−3!a3, . . .)

and Bn+1,1(b1, b2, . . .) = bn+1 giving the first equation.
Now assume the first equation. Apply the result of Birmajer, Gil, and Weiner given in

Theorem 2.3 with a = 1, b = 1, λ = m− n− 1, and xi = −i!ai. Then

yn =

n
∑

k=1

(

n+ k

k − 1

)

(k − 1)!Bn,k(−a1,−2!a2,−3!a3, . . .)

=

n
∑

k=1

(n + k)!

(n+ 1)!
Bn,k(−a1,−2!a2,−3!a3, . . .)

=
bn+1

n+ 1

and
n
∑

k=1

(

m− n− 1

k − 1

)

(k − 1)!Bn,k(y1, y2, . . .) =
n
∑

k=1

(

m− 1 + k

k − 1

)

(k − 1)!Bn,k(x1, x2, . . .)

9



By Lemma 2.2 with bi in place of xi, m in place of n, and m− n in place of k we get

Bm,m−n(b1, b2, b3, b4, . . .) =
∑

m−2n≤j
0≤j

j≤m−n−1

m!

n!j!
Bn,m−n−j(b2/2, b3/3, b4/4, . . .)

=
n
∑

k=1

m!

n!(m− n− k)!
Bn,k(b2/2, b3/3, b4/4, . . .)

Calculate
n
∑

k=1

(

m− n− 1

k − 1

)

(k − 1)!Bn,k(y1, y2, . . .) =

n
∑

k=1

(m− n− 1)!

(m− n− k)!
Bn,k(b2/2, b3/3, . . .)

=
(m− n− 1)!n!

m!
Bm,m−n(b1, b2, b3, b4, . . .)

So

Bm,m−n(b1, b2, b3, b4, . . .) =
m!

(m− n− 1)!n!

n
∑

k=1

(

m− 1 + k

k − 1

)

(k − 1)!Bn,k(x1, x2, . . .)

=

n
∑

k=1

(m− 1 + k)!

(m− n− 1)!n!
Bn,k(x1, x2, . . .)

which is the second equation. �

From now on the ai are the coefficients of the original field diffeomorphism, as in Subsec-
tion 3.1. In particular a0 = 1.

Proposition 3.3. Let b′n be defined recursively by b′1 = 1 and

(4) b′n = −

n
∑

k=2

Bn,k(b
′
1, b

′
2, . . .)

(k − 1)!

2

k−1
∑

j=0

ajak−1−j

(

2n(j + 1)(k − j)− k(k + 1)

n− 1

)

Then

b′n+1 =
n
∑

k=0

(n+ k)!

n!
Bn,k(−1!a1,−2!a2,−3!a3, . . .)

Proof. First, when n = 0 we have
∑0

k=0
(0+k)!

0!
B0,k(−1!a1,−2!a2,−3!a3, . . .) = 1 = b1 since

B0,0 = 1. For all other values of n it makes no difference if the sum in the expression for
b′n+1 starts at 1 or at 0 since B0,k = 0 for k > 0.

Note that the missing k = 1 term in the first sum of (4) would be exactly b′n so the
recurrence (4) is equivalent to

(5)
n
∑

k=1

Bn,k(b
′
1, b

′
2, . . .)

(k − 1)!

2

k−1
∑

j=0

ajak−1−j

(

2n(j + 1)(k − j)− k(k + 1)

n− 1

)

= 0

We could prove this inductively by assuming the desired form for b′i for i < n and using (4)
to obtain the desired form for b′n. Equivalently we could assume the desired form for b′i for

10



i < n and then show that plugging in the desired form for b′n gives that (5) holds. That is,
it suffices to assume

b′i+1 =

i
∑

k=0

(i+ k)!

i!
Bi,k(−1!a1,−2!a2,−3!a3, . . .)

for i < n and show that (5) holds.
So, assume

b′i+1 =

i
∑

k=0

(i+ k)!

i!
Bi,k(−1!a1,−2!a2,−3!a3, . . .)

for i < n. By Lemma 3.2 we also have

Bm,m−i(b
′
1, b

′
2, b

′
3, . . .) =

i
∑

ℓ=0

(m− 1 + ℓ)!

(m− 1− i)!i!
Bi,ℓ(−a1,−2!a2,−3!a3, . . .).

for m > i.
Taking the sum of the first and second equation of Lemma 2.8 with n = s we get

0 =

s
∑

i=0

i
∑

j=0

(2(s+ 1)(i− j)j + (s− i)i+ 2(s− i) + (s+ 1)i)
xi−j

(i− j)!

xj

j!

s
∑

ℓ=0

(s+ ℓ)!
Bs−i,ℓ(x1, x2, . . .)

(s− i)!

=

s
∑

i=0

i
∑

j=0

(2(s+ 1)(j + 1)(i− j + 1)− (i+ 1)(i+ 2))
xi−j

(i− j)!

xj

j!

s
∑

ℓ=0

(s+ ℓ)!
Bs−i,ℓ(x1, x2, . . .)

(s− i)!

So

n
∑

k=1

Bn,k(b
′
1, b

′
2, . . .)

(k − 1)!

2

k−1
∑

j=0

ajak−1−j

(

2n(j + 1)(k − j)− k(k + 1)

n− 1

)

=
n
∑

k=1

(k − 1)!

2(n− 1)

n−k
∑

ℓ=0

(n− 1 + ℓ)!

(k − 1)!(n− k)!
Bn−k,ℓ(−a1,−2!a2,−3!a3, . . .)

k−1
∑

j=0

ajak−1−j (2n(j + 1)(k − j)− k(k + 1))

=

s
∑

i=0

1

2s

s−i
∑

ℓ=0

(s+ ℓ)!

(s− i)!
Bs−i,ℓ(−a1,−2!a2,−3!a3, . . .)

i
∑

j=0

ajai−j (2(s+ 1)(j + 1)(i− j + 1)− (i+ 1)(i+ 2))

where s = n− 1 (and i = k − 1). This is 0 by the previous calculation with xi = −i!ai and
hence (5) holds. �
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Proposition 3.4. Let b′′n be defined recursively by b′′1 = 1 and
(6)

b′′n = −
∑

k>1
P1∪···∪Pk={1,...,n}
Pi disjoint, nonempty

b′′|P1|
· · · b′′|Pk|

(k − 1)!

2

k−1
∑

j=0

ajak−1−j

(

k
∑

i=1

(

|Pi|

2

)

+

(

n

2

)

)

(j + 1)(k − j)
(

n

2

)

for n ≥ 2. Then

b′′n+1 =
n
∑

k=0

(n+ k)!

n!
Bn,k(−1!a1,−2!a2,−3!a3, . . .)

Proof. As in the proof of the previous result, note that the missing k = 1 term in the first
sum of (6) would be exactly b′′n so the recurrence (6) is equivalent to
(7)

∑

k≥1
P1∪···∪Pk={1,...,n}
Pi disjoint, nonempty

b′′|P1|
· · · b′′|Pk|

(k − 1)!

2

k−1
∑

j=0

ajak−1−j

(

k
∑

i=1

(

|Pi|

2

)

+

(

n

2

)

)

(j + 1)(k − j)
(

n

2

) = 0

for n ≥ 2. Next we need to understand how to deal with the
(

|Pi|
2

)

. For fixed k and n ≥ 2,
by the fact that Bell polynomials count set partitions and that the explicit formula for Bell
polynomials, we have

∑

P1∪···∪Pk={1,...,n}
Pi disjoint, nonempty

b′′|P1|
· · · b′′|Pk|

k
∑

i=1

(

|Pi|

2

)

=

n−k+1
∑

s=1

∑

j1+j2+···=k
j1+2j2+3j3+···=n

ji≥0

n!

j1!j2! · · ·

(

b′′1
1!

)j1
(

b′′2
2!

)j2

· · ·
jss(s− 1)

2
since b′′s appears js times

=
n−k+1
∑

s=1

b′′ss(s− 1)

2s!

∑

j1+j2+···=k−1
j1+2j2+3j3+···=n−s

ji≥0

n!

j1!j2! · · ·

(

b′′1
1!

)j1
(

b′′2
2!

)j2

· · ·

=

n−k+1
∑

s=1

b′′ss(s− 1)n!

2s!(n− s)!
Bn−s,k−1(b

′′
1, b

′′
2, . . .)

12



Using this and the first equation of Lemma 2.4 to rearrange (7) we get for n ≥ 2

∑

k≥1
P1∪···∪Pk={1,...,n}
Pi disjoint, nonempty

b′′|P1| · · · b
′′
|Pk|

(k − 1)!

2

k−1
∑

j=0

ajak−1−j

(

k
∑

i=1

(

|Pi|

2

)

+

(

n

2

)

)

(j + 1)(k − j)
(

n

2

)

=

n
∑

k=1

(k − 1)!

4

n−k+1
∑

s=1

b′′ss(s− 1)n!

s!(n− s)!
Bn−s,k−1(b

′′
1, b

′′
2, . . .)

k−1
∑

j=0

ajak−1−j

(j + 1)(k − j)
(

n

2

)

+

n
∑

k=1

(k − 1)!

2
Bn,k(b

′′
1, b

′′
2, . . .)

k−1
∑

j=0

ajak−1−j(j + 1)(k − j)

=
n!

k
(

n

2

)

n
∑

k=1

k−1
∑

j=0

(k − 1)!

4
ajak−1−j(j + 1)(k − j)

n−k+1
∑

s=1

b′′s
s!(n− s)!

Bn−s,k−1(b
′′
1, b

′′
2, . . .)(ks(s− 1) + n(n− 1))

Therefore for n ≥ 2 the recurrence (6) is equivalent to
(8)

n
∑

k=1

k−1
∑

j=0

(k − 1)!

2k
ajak−1−j(j+1)(k−j)

n−k+1
∑

s=1

b′′s
s!(n− s)!

Bn−s,k−1(b
′′
1, b

′′
2, . . .)(ks(s−1)+n(n−1)) = 0

As in the proof of the previous result, we can prove this inductively by assuming the desired
form for b′′i for i < n and then showing that plugging in the desired form for b′′n gives that
(8) holds. That is it suffices to assume

b′′i+1 =
i
∑

k=1

(n+ k)!

n!
Bn,k(−1!a1,−2!a2,−3!a3, . . .)

for i < n and show that (8) holds.
So assume

b′′i+1 =

i
∑

k=1

(i+ k)!

i!
Bi,k(−1!a1,−2!a2,−3!a3, . . .)

for i < n. As before, by Lemma 3.2 we also have

Bm,m−i(b
′′
1, b

′′
2, b

′′
3, . . .) =

i
∑

k=0

(m− 1 + k)!

(m− 1− i)!i!
Bi,k(−a1,−2!a2,−3!a3, . . .).
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Let’s work on rewriting the right hand side of (8) using the Bell polynomial identities we
know. By Lemma 2.7

n
∑

k=1

k−1
∑

j=0

(k − 1)!

2k
ajak−1−j(j + 1)(k − j)

n−k+1
∑

s=1

b′′s
s!(n− s)!

Bn−s,k−1(b
′′
1, b

′′
2, . . .)(ks(s− 1) + n(n− 1))

=

n
∑

k=1

k−1
∑

j=0

(k − 1)!

2k
ajak−1−j(j + 1)(k − j)

n−k+1
∑

s=1

b′′s
s!(n− s)!

Bn−s,k−1(b
′′
1, b

′′
2, . . .)ks(s+ n− 2)

=

n
∑

s=1

b′′s
2(s− 1)!

n−s
∑

ℓ=0

ℓ!

(n− s)!

ℓ
∑

j=0

ajaℓ−jBn−s,ℓ(b
′′
1, b

′′
2, . . .)(s+ n− 2)(j + 1)(ℓ− j + 1)

Plug in our assumption for Bn−s,ℓ(b
′′
1, b

′′
2, . . .)

(9)
n
∑

s=1

b′′s
2(s− 1)!

n−s
∑

ℓ=0

ℓ
∑

j=0

n−s−ℓ
∑

k=0

ajaℓ−j

(n− s− 1 + k)!

(n− s− ℓ)!
Bn−s−ℓ,k(−a1,−2!a2, . . .)ℓ(s+n−2)(j+1)(ℓ−j+1)

Now add the sum of the first, third and fourth identities of Lemma 2.8 with the following
substitutions

• n− s− 1 in the place of s,
• n− s in the place of n,
• ℓ in the place of i,
• k in the place of ℓ, and
• −n!an in the place of xn

in order to cancel s from ℓ(s+ n− 2)(j + 1)(ℓ− j + 1) in (9). This gives

n
∑

s=1

b′′s
2(s− 1)!

n−s
∑

ℓ=0

ℓ
∑

j=0

n−s−ℓ
∑

k=0

ajaℓ−j

(n− s− 1 + k)!

(n− s− ℓ)!
Bn−s−ℓ,k(−a1,−2!a2, . . .)

ℓ(2nj(ℓ− j) + (ℓ+ 1)(2n− ℓ− 2))

=
n
∑

s=1

b′′s
2(s− 1)!

n−s
∑

ℓ=0

ℓ!

(n− s)!

ℓ
∑

j=0

ajaℓ−jBn−s,ℓ(b
′′
1, b

′′
2, . . .)(2nj(ℓ− j) + (ℓ+ 1)(2n− ℓ− 2))

=
n−1
∑

ℓ=0

ℓ!

2

ℓ
∑

j=0

ajaℓ−j(2nj(ℓ− j) + (ℓ + 1)(2n− ℓ− 2))
n−ℓ
∑

s=1

s
b′′s

s!(n− s)!
Bn−s,ℓ(b

′′
1, b

′′
2, . . .)

=
n−1
∑

ℓ=0

ℓ!

2(n− 1)!

ℓ
∑

j=0

ajaℓ−j(2nj(ℓ− j) + (ℓ+ 1)(2n− ℓ− 2))Bn,ℓ+1(b
′′
1, b

′′
2, . . .)

by the second equation of Lemma 2.4. Then replacing Bn,ℓ+1 by the sum of Bell polynomials
in terms of the ai one last time we obtain

n
∑

ℓ=0

1

2(n− 1)!

ℓ
∑

j=0

n−ℓ−1
∑

k=0

ajaℓ−j

(n− 1− k)!

(n− ℓ− 1)!
Bn−ℓ−1,k(−a1,−2!a2, . . .)(2nj(ℓ−j)+(ℓ+1)(2n−ℓ−2))
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which is 0 as it is the sum of the the first two identities of Lemma 2.8 with n − 1 playing
the roles of s and n and other substitutions as above.

Therefore (8) holds proving the result. �

Theorem 3.5. Let bn be as in Subsection 3.1. Then

bn+1 =

n
∑

k=1

(n+ k)!

n!
Bn,k(−1!a1,−2!a2,−3!a3, . . .)

Proof. The proof is by induction. One can check directly for small values of n. Assume the
result holds for i < n. Proposition 3.1 gives a recurrence for bn. Expand all dot products
so that only dot products of distinct external momenta and powers of m2 remain. By
symmetry we know all these dot products appear with the same coefficient so we don’t need
to distinguish them. Consider the coefficient of m2 in the numerator of the right hand side of
Proposition 3.1. This gives the recurrence of Proposition 3.3 weighted by 1/(n− 1) which is
the coefficient of m2 in the denominator. Consider the remaining parts of the numerator of
the right hand side of Proposition 3.1. These give the recurrence of Proposition 3.4 weighted
by
(

n

2

)

which is the coefficient of the dot products in the denominator. So factoring out the
common coefficient what is left in the numerator and denominator cancels giving the desired
expression for bn. �

As a consequence we have

Corollary 3.6. b is independent of masses and momenta. In particular all internal propa-
gator factor 1/xe, for e any tree edge, cancel against numerator contributions of vertices in
the sum over all trees.

Theorem 3.7. The on-shell tree-level n-point amplitudes of the Kreimer Velenich massive
theory are 0 for n ≥ 3.

Proof. By definition bn−1 is the result of applying Feynman rules to the sum of all the subtrees
with n − 1 external edges below an internal edge e. The result of applying Feynman rules
to these same subtrees but without including the factor for the edge e is

((p1 + · · ·+ pn−1)
2 −m2)bn−1.

and by Theorem 3.5 bn−1 does not depend on m or the pi.
Consider any tree with n external edges. Let e be the external edge labelled n. The sum

over all subtrees below e with n− 1 external edges is the same as the sum over all trees with
n external edges. Edge e is external now, so does not contribute. Thus the sum we want is
((p1 + · · ·+ pn−1)

2 −m2)bn−1. However, p1 + · · ·+ pn−1 = pn, p
2
n = m2, and bn−1 is a finite

quantity, so the sum we want is 0. �

4. All loop order results

4.1. Symmetry Factors. The tree-level result is a result about sums of trees, not about
individual trees, so as we build up to diagrams with loops we don’t have the freedom to take
trees in any proportion that we like. The first order of business for the loop result, then, is
to check that diagrams are generated with the appropriate symmetry factors. Write Sym(G)
for the symmetry factor of G.
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One good way to understand symmetry factors rigorously is to view Feynman diagrams as
graphs with the half-edges labelled up to isomorphism and then the labelling forgotten. In
this view the exponential generating function of these labelled objects is exactly the sum over
Feynman diagrams weighted by their symmetry factor. See Lemma 2.14 and the discussion
following in [9] or [10]. It will be helpful in the following to keep the labels through the
construction and only forget them at the end.

Note that the external edges in this view are half-edges which are not paired with another
half-edge to form an internal edge. Typically for Feynman graphs external edges are viewed
as fixed and so in particular isomorphisms of the graph should not permute them. This gives
the correct symmetry factors. Also, we will think of cutting an internal edge as breaking the
half-edge-half-edge pairing which forms the edge without getting rid of the two half-edges
which made it up; they simply become external edges in the pieces.

With this in mind let G be a graph of this sort. A minimal cut or Cutkosky cut of the
graph is a set of internal edges of the graph such that if cutting these edges breaks the graph
into k connected components then cutting any proper subset of these edges breaks the graph
into strictly fewer connected components.

From a graph G along with a minimal cut C which cuts G into k connected components we
need to extract the following information. Let the connected components be G1, G2, . . . , Gk,
then for each Gi we want to keep

• The number xi of external edges of Gi which were external edges of G,
• for each i 6= j, the number ei,j of external edges of Gi which originally connected to
Gj in G.

If we have any set of graphs H1, H2, . . . , Hk where the total number of vertices in the Hi

equals the number of vertices of G and where the external edges of each Hi are partitioned
into a set of size xi and sets of size ei,j for i 6= j, then we say H1, H2, . . . , Hk with these
partitions is compatible with the pair G, C.

For a graph Hi with such a partition of its external edges we will consider an isomorphism
of Hi to be any bijection of the half-edges which preserves the external edges in the part of
size xi and is an isomorphism of Hi ignoring the partition. Intuitively this means that the
external edges which were external in the original graph are fixed but not the external edges
made by the cut which is also reflected by the symmetry factor.

Given H1, H2, . . . , Hk with external edge partitions compatible with G, C, we can put the
Hi together by taking any bijection between the external edges of Hi from the ei,j part and
the external edges of Hi from the ej,i part and using this bijection to pair the half-edges into
internal edges. Write

F (Hi, H2, . . . , Hk)

for the sum of the graphs built by running over all
∏

i<j ei,j ! bijections.

Proposition 4.1. Given a Feynman graph G and a minimal cut C consider
∑

H1,H2,...,Hk compatible with G,C

1

Sym(H1)Sym(H2) · · ·Sym(Hk)
F (Hi, H2, . . . , Hk)

Then, G appears in this sum weighted by exactly 1
Sym(G)

.

Proof. Since we sum over all compatible H1, H2, . . . , Hk, if we let Xi be the sum over all Hi

with external edges appropriately partitioned and weighted by 1
Sym(Hi)

, then the homogeneous
16



piece of

(10) F (X1, X2, . . . , Xk)

with the same number of vertices as G is the sum in the statement of the proposition.
Instead take the sum over all half-edges labelled H1, H2, . . . , Hk (up to isomorphism where

the xi half-edges are fixed) and weight each one by 1
ni!

where ni is the number of half-edges

of Hi. Upon forgetting the labelling this will give us (10).
In the glued graphs of X(H1, H2, . . . , Hk) to get all possible labellings we must sum over

all bijections of matching half-edges (as we do) and also consider all the ways of merging
the labels from each Hi into one set of labels for the result. This is the standard product
for labelled combinatorial objects and corresponds to the product of exponential generating
functions. Hence it gives all labelled graphs weighted by 1

n!
where n is the total number

of half-edges, and upon forgetting the labellings the sums of graphs, now weighted by their
symmetry, are simply multiplied, that is we get (10) which proves the result. �

4.2. bn off-shell. We now progress as follows.

• We express amplitudes for sums of trees with a given number j of off-shell external
edges in terms of the dimenionless quantities bk and elementary symmetric polynomi-
als in variables xe, xe = q2e −m2, for off-shell edges e. Effectively, we can write such
off-shell tree amplitudes in terms of internal propagators and meta-vertices provided
by sums

∑

j bj .
• Loop amplitudes are built from gluing sums of trees along j ≥ 2 off-shell edges.
• The Euler characteristic is used to conclude that for loop amplitudes with none or
one external off-shell edge, internal edges cancel due to the Feynman rules so that
the resulting graph is a one-vertex graph with (|Γ| − 1) (for zero external off-shell
edges) or |Γ| self-loops (for one external off-shell edge).

• For zero off-shell external edges, the loop integrals vanish in any renormalization
scheme. With one off-shell edge, they vanish in kinematic renormalization schemes.
Accordingly, the S-matrix remains the unit matrix.

• Cutkosky rules combined with dispersion relations lead to the same conclusion.
• We outline the mechanism how an interacting field theory remains invariant under
field diffeomorphisms in the context of kinematic renormalization schemes.

• We discuss the very peculiar case of the two-point function with its two external legs
off-shell, with regard to foundational properties of scattering and Haag’s theorem.

4.2.1. The tree amplitude Aj. As an introductory remark, we mention that the first non-
trivial coefficient a1 of the field diffeomorphism provides a grading: It makes sense to regard
a coefficient aj , j > 1 as having order aj1 in a1, given that a tree on j such a1-vertices has

order aj1 and has j + 2 external legs, as have the vertices dj, cj. Another way to say this is
that we can think of aj as having degree j and then the total degree is exactly this grading.

In this section, we investigate the behaviour of a tree-amplitude Aj
n with n external legs,

j of them off-shell, as a function of the kinematic variables

xi := q2i −m2,

defined by those off-shell legs i, 1 ≤ i ≤ j. We label the off-shell legs 1, . . . , j, and the
on-shell legs j + 1, . . . , n. Hence xi = 0, i > j.
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Such off-shell external edges i, i ≤ j are incident to a distinguished set of vertices vr ∈
VExt ⊆ VT , 1 ≤ r ≤ s, with s ≤ j as there can be less than j such vertices as two off-shell
external edges might connect to the same vertex. VT is the set of all vertices of a tree T
contributing to Aj

n, similarly ET is the set of all internal edges. We set |VT | =: vT , |ET | =: eT .
The tree-amplitude Aj =

∑

m≥j A
j
m is a sum over contributions of all trees T with m ≥ j

external legs allowing for j external off-shell and (m−j) on-shell legs, and Aj
m itself is defined

through a sum over trees T

Aj
m =

∑

T∈Tm

AT ,

where AT is the contribution of a tree T with the given set of external legs off-shell. Finally,
Tm is the set of all trees with m external legs.

Note that we assume that all external momenta are in general position, so external mo-
menta or any partial sums of external momenta fulfill no relations beyond momentum con-
servation. It follows that we can regard the set of variables xe, e ∈ ET (e an internal edge)
and the set of variables xe, e incident to v ∈ VExt (e an external edge) as independent.

Aj can be expanded in terms of the variables xi using elementary symmetric polynomials

Ei
j which defines functions C

(j)
i = C

(j)
i ({aj}) such that

Definition 4.2.

Aj({xi}) =:

j
∑

i=0

Ei
jC

(j)
i ,

with

E0
j = 1, E1

j =

j
∑

i=1

xi, E
2
j =

∑

i1<i2

xi1xi2 , . . . , E
j
j =

j
∏

i=1

xi,

the elementary symmetric polynomials in j variables.

We know already that the coefficient functions C
(j)
0 = 0, C

(j)
1 = b, where

b =

∞
∑

k=1

bk+1,

is a formal sum omitting the constant term b1 = 1, with bk given in Thm.(3.5). The C
(n)
j

are formal series which vanish when the diffeormorphism is trivial so that all ai = 0.
To continue, we remind ourselves that we consider each tree as having one type of vertex

which combines the standard and massive case. Let v be such a vertex of valence n ≥ 3.
As announced earlier we reexpand it as

v =
dn−2

2

(

n
∑

i=1

xi

)

+ (cn−2 + nm2dn−2

2
) =:

n
∑

i=0

v(i),

with v(0) = cn−2 + nm2 dn−2

2
. The summation runs over the n edges incident to v plus a

constant term v(0) ∼ m2. As usual xi = qi −m2.
For example for a three-valent v,

v =
d1
2
(x1 + x2 + x3) +

(

3

2
d1m

2 + c1

)

.
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In doing so, each vertex v of valence n is replaced by a sum over n + 1 vertices v(i). If
v ∈ VT for a tree T we similarly consider v(i) as an element v(i) ∈ VT .

For any tree T we call a vertex v(i) ∈ VT externally marked if i > 0 and edge i is an
off-shell external edge of T . Note that then v(i) ∈ VExt ⊆ VT . If i an internal edge of T , we
call i the marking of the vertex v(i). Note that an internal edge can be at most the marking
of two vertices simultaneously, as an internal edge connects two vertices. Another way to
think about the marking is as a selection of half-edges, one incident to each vertex.

An amplitude is called k-external if k of its vertices vr ∈ VExt are externally marked, a
0-external amplitude is called internal. See Fig.(1) for an example.

v(1) ∼ x1 = q21 −m2 v(3) ∼ x3 = q23 −m2

v

1

2

3

1

2

3

1

2

3

→

v(0) ∼ m2

1

2

3

v(2) ∼ x2 = q22 −m2

1

2

3

+

+ +

Figure 1. Markings are given as a little arrow on the edge, originating from
the marked vertex v(i), we also give the massive vertex v(0). We consider a
vertex v with three incident edges. Note that v(i) = 0 if one of the edges i
is on-shell. If an edge i is off-shell and internal, the vertex v(i) cancels the
propagator 1/x(i).

We can organize the amplitude C
(j)
i in terms of this decomposition of Feynman rules:

C
(j)
i =

i
∑

n=0

C
(j)
i (n)

where C
(j)
i (n), i ≥ n, is the sum of all contributions of trees with n externally marked off-

shell vertices to it. Note that the mass and momentum indepence of b implies that C
(j)
1 (0)

is itself independent of mass and momentum, as C
(j)
1 (1) is by definition. See also Cor.(4.5).

To continue, we use that a tree with n = |VExt| ≥ 3 external edges is either a n-valent
vertex or has an internal edge:

Lemma 4.3. Let TEn be the sum of all trees with external legs labeled by the n-element set
En. Then, we have

TEn = v +
∑

En=En1
∐En2

TEn1
∪e · e · TEn2

∪e,
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where v is a vertex of valence n with its external edges labeled from En, the sum is over
all partitions of En into two disjoint non-empty subsets Eni

, and ·e· implies a sum over
all ways of connecting the two sums over trees by an internal edge e. Iterating, we get a
decomposition of the sum of all trees with with (n− 3) ≥ k ≥ 1 internal edges into tree sums
TEni , i = 1, . . . , k + 1, and n1 + · · ·nk+1 = n connected in all possible ways.

Proof. Definition of a labeled tree. �

To continue, we note that every vertex has mass dimension 2, and every internal propa-
gator has mass dimension -2. By the Euler characteristic, each tree amplitude has therefore

dimension +2. It follows that C
(j)
i has dimension −2i+ 2.

Now consider C
(2)
2 (x1, x2). Contributions to it come from trees in which the two off-shell

external edges x1, x2 connect to corresponding distinct vertices v1, v2 say (all vertices are at
most linear in off-shell variables xi, hence coupling two off-shell external legs x1, x2 to the
same vertex only generates terms ∼ (x1 + x2)). Therefore there is a path p12 between v1, v2
which contains at least one edge e say, which crucially remains unmarked.

For C
(2)
2 we have an expansion then using this intermediate off-shell propagator 1/xe, in

particular:

C
(2)
2 (x1, x2) =

∞
∑

n=2

∑

n1+n2=n,ni>0

bn1+1
1

xe

bn2+1 =: b
1

xe

b,

where xe = q2e −m2 with qe the sum of external momenta flowing into the tree sums at v+e ,
the vertex of e closer to v1, (and v−e the vertex closer to v2). Sums over trees, orientations
and over all distributions of external edges are understood in this condensed notation.

We use Lemma (4.3) that all trees with at least one internal propagator and n external
edges are obtained from connecting two sums over trees by an internal edge, and all ways
of distributing n = n1 + n2 external edges over them. Note that the vertices v+e , v

−
e are

internal with respect to edge e: edge e is neither the marking for v+e nor for v−e , as v+e , v
−
e

are 1-external emplitudes with respect to x1, x2. Therefore

A2 = x1x2b
1

xe

b+ (x1 + x2)b,

as desired. Note that C
(2)
2 is independent of masses and momenta, as it factorizes into C

(2)
1

factors.
This argument continues, and C

(n)
k , n ≥ k, has an expansion in terms of products of k− 1

intermediate propagators. Crucial is the Euler characteristic, which determines for a tree T
that is has one more vertex than edge, eT = vT − 1. So if k vertices mark external edges, we
have k − 1 unmarked internal edges.

This determines An completely. We set

Bj :=

∞
∑

i=j+1

bi,

so B1 = b. Now consider k tree sums which are 1-external each, and connected by k − 1
unmarked internal edges in all possible orientations. Regarding a 1-external tree-sum as a
meta-vertex itself, of valence given by the number of internal edges incident to it, this gives
sums over meta-trees with k meta-vertices of valence ≥ 1:
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Theorem 4.4.

C
(j)
k =

∑

T∈Tk

∏

v∈VT

B|v|+1

∏

e∈ET

1

xe

,

with |v| the valency of the vertex v, xe = q2e − m2 containing the momentum flow through
the internal edge e, and the sum is over all non-rooted trees T ∈ Tk which is the set of trees
with k vertices and with vertex set VT , and the valence |v| ≥ 1 for all vertices.

Proof. Summing over meta-trees gives the indicated B factor for each vertex, and a propa-
gator for each internal edge using Lemma (4.3) again. �

4.2.2. Using the Euler characteristic. Consider a loop amplitude with n on-shell external
edges. It is a sum over all connected graphs with the indicated number of on-shell external
edges and decomposes into homogeneous parts with respect to the loop number. Refine
further and concentrate on those graphs which allow for a choice of j ≥ 2 internal edges
such that removing these edges decomposes the amplitude into two tree-level amplitudes
Aj

n1
, Aj

n2
. Summing over all j reproduces the full amplitude.

Now let us go back and discuss the presence of a twice-marked edge. As C
(j)
1 (1) is built

from trees in which the number of markings equals the number of internal edges so that all
internal propagators cancel out (directly or by the mechanism of Fig.(2)) it follows that it is

on its own independent of masses and momenta. Hence, C
(j)
1 (0) is. After cancelling internal

edges in this way in C
(j)
1 (0) there remains a single twice-marked edge. We can evaluate this

by evaluating

TEn(0) := v(0) +
∑

En=En1
∐En2

TEn1
∪e(1)e · e · TEn2 (1)e,

where TEni
∪e(1)e is the set of all trees which are 1-external with e as their corresponding

marked edge for both of them. In summary we have

Corollary 4.5.

E1
jC

(j)
1 = bE1

j = E1
j

(

C
(j)
1 (0) + C

(j)
1 (1)

)

.

Proof. Follows from Thm.(3.5) and from Lem.(4.3), using that v(0) is the only 0-external
vertex. �

Note that C
(j)
1 (0) can be easily computed setting masses to zero using mass independence

of bn and using momentum conservation.
Cor.(4.5) is explained in Fig.(2). One can understand this from kinematics and momentum

conservation. The momentum flow through the internal edge e is given by the squared sum
(
∑

i qi)
2 of all external momenta qi incident to one tree sum. Scalar products 2qi · qj =

(qi + qj)
2 − q2i − q2j in that square can be replaced by sums of squares q2i of momenta in the

sum over all orientations due to momentum conservation. The internal propagators cancel,
and by dimension counting, the result is linear and symmetric in off-shell variables xe. In
fact, every symmetric function of variables xij = qi ·qj can be replaced by suitable symmetric
functions in variables given by squares q2i .

Consider two contributions C
(j)
i1
, C

(j)
i2

of such amplitudes Aj
n1
, Aj

n2
. They contain i1+i2−2

unmarked internal edges. Let e be an externally marked edge of C
(j)
i1

and f be an externally

marked edge of C
(j)
i2
.
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1

2 3

4 1

2
3

4

+ +e
e e

qe = (q1 + q4)
2

qe = (q1 + q2)
2

qe = (q1 + q3)
2

(q1 + q4)
2 + (q1 + q2)

2 + (q1 + q3)
2 = 3q21 + q22 + q23 + q24 + 2q1 · (q2 + q3 + q4) = q21 + q22 + q23 + q24

Figure 2. Summing over orientations, a twice-marked edge gives a contri-
bution proportional to the sum of its external propagators xi = q2i (in the
massive case, massive vertices v(0) guarantee the same result for xi = q2i −m2.

Let ve be the 1-external meta-vertex to which edge e is adjacent, similarly for vf . Glue e, f
together so that they form a new internal doubly marked edge g. Then, (ve, g, vf) constitute
an internal amplitude in an obvious manner, as in the lhs of Fig.(2). Hence edge g shrinks and
the resulting sum over the two edges external to ve ∪ vf cancels either an internal unmarked
edge adjacent to ve or one adjacent to vf , in accordance with Fig.(2) above. Summarizing,
a single marked edge e cancels (as xe/xe = 1) and a double-marked edge e cancels itself and
a neighboring unmarked edge. It follows that the number of canceled edges agrees with the
number of vertices in total.

As all connected graphs with loops can be obtained from gluing tree-sums in all possible
ways, Prop.(4.1) gives us now

Lemma 4.6. i) In such a sum of graphs G with vG vertices and ve edges and l loops we can
cancel vG propagators if all external edges are on-shell. We are left with a single vertex with
l − 1 self-loops.
ii) In such a sum of graphs G with vG vertices and ve edges and l loops we can cancel vG− 1
propagators if all external edges but one are on-shell. We are left with a single vertex with l
self-loops.

Proof. From the Euler characteristic, eG = vG + l− 1 for a connected graph G, with l = |G|
its loop number. With all external legs on-shell, vG internal propagators shrink leaving a
single vertex. Actually, shrinking vΓ − 1 of them leaves a rose, that is a single vertex with
l edges attached forming petals (self-loops). One of the petals is then still cancelled. If we
leave one external edge off-shell, all l petals remain. �

To continue, we use some elementary facts from kinematic renormalization.
By analytic continuation, we can consistently set

∫

dDk1 = 0,

which in fact is true in any renormalization scheme by analytic continuation, and
∫

dDk
1

k2 −m2
= 0,
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which is true in any kinematic renormalization scheme [4].
We now conclude

Theorem 4.7. Let A
(l)
m be a connected l-loop amplitude with m external edges of which are

at least m− 1 are on-shell. Let it be renormalized in kinematic renormalization conditions.
Then A

(l)
m = 0.

Proof. By the Euler characteristic, the amplitude (for one external edge off-shell) is propor-
tional to

l
∏

j=1

∫

d4kj
k2
j −m2

= 0,

and each factor vanishes in kinematic renormalization conditions. If no external edge is
off-shell, we even get an extra factor

∫

d4k1 = 0 which vanishes under any renormalization
condition even. �

Note that we allow one external edge to be off-shell. With Thm.(4.7) this allows to
conclude that the propagator remains free in any scattering process. Fig.(3) gives the mech-
anism. This has a remarkable interpretation with regard to the LSZ formalism and asymp-

os

os

os

os
os

os

os

os

off

off

off

off

e

e

e

v
w

v

w

v

w

Figure 3. In the three graphs on the left, a twice-marked edge e connects
two vertices v, w in all three possible orientations. It hence shrinks, and as the
only off-shell edges attached to it are internal edges of the one-loop bubble,
the latter becomes a tadpole as indicated. Note that this has bearing on the
LSZ formalism.

totic states which we consider below in the context of field diffeomorphisms of an interacting
theory. In preparation, let us store the following lemma.

Lemma 4.8. For two external off-shell legs, the two-point function is supported on banana
graphs. The latter are primitive elements in the Hopf algebra of renormalization.
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Proof. With two off-shell external edges, we remain with a graph on two vertices. Such
graphs are multiple edges between the two vertices, with possible tadpoles at either vertex.
As tadpoles vanish in kinematic renormalization, we are left with pure banana graphs. The
second assertion follows from the fact that every co-graph is a tadpole. Tadpole graphs form
an ideal and co-ideal by which we can divide in a kinematic renormalization scheme. See
also [3]. �

4.2.3. Consistency with analyticity. Note that the above considerations are in accord with
the expectations from the study of analytic structures of Feynman graphs [2], and in partic-
ular with the structure of iterated dispersion derived there.

For this consider Cutkosky’s theorem and dispersion relations. By the former, we can
relate the imaginary part of an amplitude to processes with intermediate states on-shell.
The latter allow to regain the real parts from dispersion integrals over the imaginary parts.

Consider a connected one-loop amplitude with 2 ≤ k = k1 + k2 external edges on-shell,
k1 > 0 assigned to incoming states, k2 > 0 to outgoing states. Its imaginary part is given
as a 2-particle phase space integral over two tree-level on-shell amplitudes with k1 + 1 and
k2 + 1 on-shell external particles each. The latter amplitudes vanish, and hence does the
imaginary part. So does the dispersion integral and therefore the real part, thus the full
amplitude.

Note that any cut on a one-loop amplitude is a complete cut -a completre cut is set of
internal edges whch upon removal decomposes the graph into pieces which have vanishing
first Betti number, i.e. no loops, in the sense of [2]. Generalizing, complete cuts vanish
on l-loop amplitudes as we are left with a phase-space integral over on-shell tree integrals.
Incomplete cuts give us phase-space integrals over on-shell loop amplitudes over k < l loops.
So we can use induction over the loop number using that at one loop, every cut is complete.

5. Diffeomorphisms of an interacting theory

Now let us add the interaction term g

4!
φ4 to the original theory, and let us apply the field

diffeomorphisms. Apart from the vertices constructed above, we have a new infinite set of
vertices en, n ≥ 4, all ∼ g of valency n, from the new interaction term

g

4!

(

φ+ a1φ
2 + a2φ

3 + · · ·
)4

=
g

4!
(φ4 + 4a1φ

5 + · · · ) =
∑

n≥4

enφ
n.

For an example, let us just look at the five-point interaction. There is a five-point vertex
∼ 4a1g. But another five-point interaction comes from the connected tree diagram with a
four-point interaction ∼ g with one of its four external legs propagating to another three-
point vertex ∼ a1. Putting external legs on-shell, the intermediate propagator is cancelled
against the Feynman rule for the three-point vertex, and we get four contributions a1g which
pair off against the contribution from the five-point vertex.

Now consider on-shell tree sums containing one original φ4 vertex ∼ g and all other vertices
of type dn, cn. Shrinking internal edges between the g-vertex and its adjacent vertices this
can be paired off with tree sums containing one vertex of type en and all other vertices of
type dn, cn.

This pairing off eliminates the contributions of all tree sums apart from the original g-
vertex. We conclude:
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Theorem 5.1. The interacting theory is diffeomorphism invariant: the n-point interaction
of order g vanishes for n > 4 and is g

4!
for n = 4.

For on-shell renormalization conditions we hence obtain identical renormalized Green func-
tions before and after field diffeomorphisms.

Now assume you compute the two-point function in an interacting scalar quantum field
theory, with external momentum q off-shell, x := q2 −m2 6= 0. Then,

Lemma 5.2. There exists an x-dependent field diffeormorphism {an = an(x)} such that in
the diffeomorphed theory the two-point self-energy function vanishes.

Proof. We use Lem.(4.8). As all banana graphs are primitive elements in the Hopf alge-
bra of renormalizations (all co-graphs are tadpoles), the self-energy graphs resulting from
diffeomorphisms is a series C({an}) lnx.

Let us prove this first for the one-loop case. Fig.(4) shows that there is a quadratic

+ + +

g2c1
a1gxed1 a1gxed1 a21x

2
ee1

Figure 4. At one-loop, the only contributing graphs involve a1 and g vertices.

equation for a1:

a1xe = −g
d1
e1

(

1−

√

1−
c1
d1

)

This patterns continues at higher loops, and there is always a quadratic equation which
determines ak. Fig.(5) shows this in the two-loop case. A power-counting argument shows
that ak ∼ 1/xk

e . Proceeding recursively, we obtain a quadratic equation for each ak. It is
quadratic as each banana graph has two vertices. �

Now consider a quantum field theory defined by its set of edges and vertices R and a
renormalization scheme R. We call two pairs (R, R) and (R′, R′) equivalent if they are
related by a field diffeomorphism and R,R′ are both kinematic renormalization schemes
related by a change of the renormalization point.

As two equivalent pairs give rise to identical physics, it makes sense to consider equivalence
classes of such pairs.

An old problem of quantum field theory (see [6], in particular section 10.5 for a clear
account) is that for an interacting field theory the two-point function can not be shown to
asymptotically approach the free propagator. This problem has a solution in terms of such
equivalence classes.

Corollary 5.3. Let (R, R) denote an interacting quantum field theory. Then there exist a
field diffeomorphism to an equivalent theory (R′, R′) such that in the latter the propagator
is free. In particular, computing the theory off-shell, it has a well-defined adiabatic limit in
the same equivalence class. Using the LSZ formalism to remove external propagators, the
on-shell limit can then be taken in this equivalence class.

25



+ · · · ∼ g4

+ · · · ∼ a1g
3 ∼ g4

+ · · · ∼ a21g
2 ∼ g4

+ · · · ∼ a2g
2

+ · · · ∼ a2a1g ∼ a2g
2

+ · · · ∼ a2a
2
1 ∼ a2g

2

∼ a22

Figure 5. At two-loop, all contributions can be expressed through involve a2
and g2.

Proof. Use Lem.(5.2) to construct an equivalent theory which has the correct adiabatic -that
is free- propagators for any off-shell xe 6= 0. Use the LSZ formalism to amputate connected
vertex functions before taking the on-shell limit xe → 0 ⇔ ak → ∞. �
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6. Conclusion

Let us summarize the main points of this paper.

1. We completed the perturbative endeavour of [8] and proved to all orders that a free
massive field theory, after a field diffeomorphism, has no interactions at tree level. It
indeed should not be surprising that Bell polynomials play an important rule here
because Bell polynomials can be used to describe compositions of power series. It
makes sense that applying a diffeomorphism translates to manipulating series with
Bell polynomials. However, field theory hides the original diffeomorphism very well
and so the proof is far from a straightforward undoing of the original diffeomorphism,
but rather an intricate manipulation of Bell polynomials.

2. We offered two ways to extend the result to the full theory including loops, in the
context of kinetic renormalization. A direct combinatorial argument featuring the
Euler characteristic delivers the result. On the other hand, the tree level result
implies the vanishing of all variations of loop amplitudes. Hence, a loop amplitude
could at best be a rational function of kinematic invariants, but the direct proof shows
that these rational functions are absent in kinematic renormalization, as expected.

3. We gave the mechanism by which to extend these results to field diffeomorphisms of
an interacting theory.

4. The problem of the adiabatic limit in an interacting quantum field theory is vexing.
What has been missing so far is a clear perturbative argument how this limit could be
well-defined in terms of Feynman graphs. As a first step we offer such an argument
in exemplifying how a field diffeomorphism can be constructed which diffeomorphms
the off-shell two-point propagator — renormalized kinematically as always — of an
interacting theory to a free propagator. The resulting interacting amplitudes for
connected Green functions with amputated external legs are in the same equivalence
class as the adiabtically free diffeomorphed theory.

Whilst the first two points above are established in this paper, for the last two points we
only outlined the basic arguments which will be expanded upon in future work.
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[5] Djurdje Cvijović. New identities for the partial Bell polynomials. Appl. Math. Lett., 24(9):1544–1547,

2011. arXiv:1301.3658.
[6] Anthony Duncan. The Conceptual Framework of Quantum Field Theory. Oxford University Press, Ox-

ford, GB, 2012.
[7] J.-L. Gervais and A. Jevicki. Point canonical transformations in the path integral. Nuclear Physics B,

110:93–112, 1976.
[8] Dirk Kreimer and Andrea Velenich. Field diffeomorphisms and the algebraic structure of perturbative

expansions. Lett. Math. Phys., 103:171–181, 2013. arXiv:1204.3790.
[9] Karen Yeats. Rearranging Dyson-Schwinger equations. Mem. Amer. Math. Soc., 211, 2011.

27



[10] Karen Amanda Yeats. Growth estimates for Dyson-Schwinger equations. PhD thesis, Boston University,
2008.

28


	1. Introduction
	2. Bell polynomial identities
	3. Tree-level amplitudes
	3.1. Reduction of tree-level problem to set partitions
	3.2. Tree-level results

	4. All loop order results
	4.1. Symmetry Factors
	4.2. bn off-shell

	5. Diffeomorphisms of an interacting theory
	6. Conclusion
	References

