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Conventions and notation

By ‘site’ we will mean ‘small-generated site’ (see [35, Example 3.24]): the pair
(C, J) is a small-generated site if C is locally small and has a small J-dense
subcategory. We will do so because most results about small sites still hold
for small-generated sites; moreover, this wider approach encompasses into
the theory of sites every Grothendieck topos E , seen as the small-generated
site (E , Jcan

E ), and every geometric morphism, whose inverse image is then a
morphism of sites. This makes the language much more pliable.

Given a site (C, J), the topos of sheaves is denoted by Sh(C, J), and
the sheafification-inclusion embedding is denoted by aJ a ιJ : Sh(C, J) ↪→
[Cop,Set]. The symbol よC : C ↪→ [Cop,Set] denotes the Yoneda embedding,
while `J : C → Sh(C, J) the composite aJよC . In some cases, especially in
proofs, we will use the French school notations Ĉ and C̃ as a shorthand for
respectively [Cop,Set] and Sh(C, J).

Two adjoints forming a geometric morphism will as always be denoted
by F ∗ a F∗; we will denote by F! a further left adjoint of F ∗ (when it exists
F is said to be essential).

Natural transformations, and more in general 2-cells in 2-categories, will
be denoted with a double arrows ⇒. We set as convention that a natu-
ral transformation between geometric morphisms α : F ⇒ G is a natural
transformation between their inverse images: that is, α : F ∗ ⇒ G∗.

In the context of a fixed model of set theory, we denote by CAT the
2-category of locally small categories and by Cat the 2-category of small
categories.

Topos is the 2-category of toposes and geometric morphisms, while
EssTopos the 2-category of toposes and essential geometric morphisms.
The category of functors from A to B is indicated with [A,B]; in particular,
[Cop,Set] denotes the topos of presheaves over C. Generic categories are
denoted with the cursive font (C, D...); in particular we will use the calli-
graphic font E , F ... for toposes. Pseudofunctors will usually be denoted by
blackboard letters, such as D : Cop → Cat.

When speaking about an arrow y : Y → X of C as an object of the slice
category C/X, we will refer to it as [y] in square brackets; arrows of C/X
on the other hand will not have a specific notation (so for instance we will
write z : [yz]→ [y]).
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We shall adopt the standard notation for opposite categories: the oppo-
site of a 1-category C will be denoted with Cop, and the same notation will
be used for the category obtained by reversing the 1-cells of a 2-category; on
the other hand, if C is a 2-category, we shall denote by Cco the 2-category
obtained by reversing its 2-cells.
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Chapter 1

Introduction

In this work we develop relative topos theory , that is the theory of toposes
over an arbitrary base topos, by using the language of stacks.

Having an efficient formalism for doing topos theory over an arbitrary
base topos is essential for several reasons. Relativity techniques for schemes
have played a key role in Grothendieck’s refoundation of algebraic geometry.
We aim for an analogous formalism for toposes, allowing for even more gen-
eral and powerful change-of-base techniques. In fact, a standard method-
ology dating back to the old days of topos theory consists in establishing
results over a given topos by regarding it as the basic universe relative to
which such results are formulated (for instance, by using the internal lan-
guage); these results are then externalized to yield formulations of them in
terms of a different universe, most often the classical set-theoretic one. The
non-trivial nature of the externalization process makes this an effective tech-
nique for proving results in an intuitive and synthetic way, leaving to the
topos-theoretic ‘machine’ the canonical task of translating such results in
the context of alternative universes. Of course, the more efficient is the for-
malism for doing relative topos theory, the more effective this methodology
will be for the desired applications.

We should mention that an approach to relative topos theory by using
the notions of internal category and internal site has been developed since
the seventies by a number of category theorists, most notably Lawvere, Di-
aconescu and Johnstone (see, for instance, [12] and [21]). This approach
is not satisfactory for us, as the notion of internal category is quite rigid
and not suitable for expressing natural higher-categorical phenomena such
as those arising in geometric situations, for instance when considering the
canonical stack of a geometric morphism (which is not an internal category).
For these reasons, we have resorted to the original approach introduced by
Giraud in [15], developing our theory starting from it.

This document is a first draft of a much longer text developing the foun-
dations of our theory of relative toposes via stacks; we shall progressively
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release new versions containing additions, revisions and updates.
In particular, by using a suitable generalization of the stack semantics

of [34] and [36], we shall introduce appropriate relative versions of all the
main notions of classical topos theory, such as the notions of flat functor,
morphism and comorphism of sites, separating sets, denseness conditions,
and prove relative generalizations of the key theorems concerning them, no-
tably including Diaconescu’s theorem and Giraud’s theorem.

We shall also investigate the logical counterpart of our geometric ap-
proach to relative toposes through relative sites, by introducing relative ge-
ometric logic; this will be a higher-order parametric logic allowing one to
quantify over ‘parameters’ coming from the base topos, whilst maintaining
the fundamental geometric features allowing for the existence of associated
classifying toposes.

1.1 Stacks for relative topos theory

In the literature, stacks have often been called ‘the right notion of sheaf of
categories’, or ‘the right notion of 2-sheaf’. It is superfluous to discuss the
relevance of stacks to geometry: their application (which started in the early
sixties in Grothendieck’s entourage) provided a way to effectively manipulate
geometric objects such as schemes, and shed new light on several fundamen-
tal themes in algebraic geometry. From that point of view, a stack is a sheaf
for which local equality of data is substituted with local equality up to canon-
ical isomorphism: a simple but fundamental example of this is the gluing of
schemes (or even topological spaces), that may be locally isomorphic but not
locally equal. Standard references on stacks in algebraic geometry are [24]
and [38]. In this text we shall be concerned with stacks of categories, but
most of our constructions and techniques can be easily modified to obtain
analogous results for stacks of groupoids.

Stacks also provide a more flexible alternative to the notion of internal
category. An internal category in a sheaf topos is really just a sheaf whose
values happen to live not just in Set, but in CAT. Therefore, this notion
is too rigid to encompass most phenomena that occur in nature: consider
for instance Example 2.1.1(ii), which one would be eager to consider a sheaf
of categories, if it were not for the fact that the composition of pullbacks
is the pullback along the composite only up to isomorphism. Using the
Yoneda lemma for fibrations, any C-indexed category D can be strictified
and treated as an internal category, but that appears to be an artificious
rather than a simplifying strategy: instead of manipulating stacks in their
right environment, strictification forces them into a context unnaturally rigid
for them. For a treatment of the relationship between stacks and internal
categories, we refer the reader to [5] and [6].

In the context of this work, the role of stacks will be two-fold :
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(1) On the one hand, the notion of stack represents a higher-order cate-
gorical generalization of the notion of sheaf. Accordingly, categories of
stacks on a site represent higher-categorical analogues of Grothendieck
toposes, which are categories of sheaves on a site (up to equivalence).
One can thus expect to be able to lift a number of notions and con-
structions pertaining to sheaves (resp. Grothendieck toposes) to stacks
(resp. categories of stacks on a site). Examples of such notions, which
we shall treat in this work, are the stackification construction (which
generalizes sheafification), direct and inverse images of stacks, the the-
ory of morphisms between categories of stacks and their relations with
functors between the sites. The relationship between sheaves and stacks
is indeed very natural; in fact, for any site, the category of sheaves on
it embeds as a reflective subcategory of the category of stacks on it (see
section 1.2). The categories of stacks on a site inherit some of the pleas-
ant categorical properties of Grothendieck toposes. Our main tool for
studying them will be the fundamental adjunction of Chapter 5 between
indexed categories and relative geometric morphisms. Indeed, another
class of categories which is naturally related to the category of stacks on
a site is that of geometric morphisms to a given base topos. Like cat-
egories of stacks, these categories satisfy a number of good categorical
properties.

(2) On the other hand, as observed above, stacks on a site (C, J) generalize
internal categories in the topos Sh(C, J). Since (usual) categories can
be endowed with Grothendieck topologies, so stacks on a site can also be
endowed with suitable analogues of Grothendieck topologies. This leads
to the notion of site relative to a base topos, which is instrumental for
developing the theory of relative toposes (with respect to an arbitrary
base topos). The development of this theory parallels that of the classical
theory; indeed, by using a general stack semantics, we will be able to
introduce, in a canonical, not ad hoc way, natural generalizations to
relative sites of the classical notions of morphism and comorphism of
sites, flat functors, separating sets for a topos, denseness conditions etc.

As in classical topos theory the two perspectives are unified by the well-
known result that every Grothendieck topos is equivalent to the category of
sheaves on itself, regarded as a site with the canonical topology, so in relative
topos theory we have an analogue of this result, obtained by replacing that
canonical (external) site with a relative site whose underlying stack is the
canonical stack on the topos.
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1.2 The big picture

Our general framework for investigating Grothendieck toposes from a geo-
metric, fibrational point of view is based on a network of 2-adjunctions, as
follows:

IndC Topos/Sh(C, J)co

St(C, J) EssToposSh(C,J)

Sh(C, J)

sJ

Λ

⊥
Γ

`

E◦Λ′

Λ′

⊥

L

Γ′

` Ea
In this diagram IndC denotes the 2-category of C-indexed categories, St(C, J)
the 2-category of J-stacks on C (where (C, J) is a small-generated site),
sJ the stackification functor (see Theorem 2.6.2), Topos the 2-category of
Grothendieck toposes and geometric morphisms and EssToposSh(C,J) the
full subcategory of Topos/Sh(C, J)co on the essential geometric morphisms.

The functor L sends an object P of Sh(C, J) to the canonical local home-
omorphism Sh(C, J)/P → Sh(C, J).

The functor E sends an essential geometric morphism f : E → Sh(C, J)
to the object f!(1E ) (where f! is the left adjoint to the inverse image f∗

of f), and it acts on morphisms as follows. Given a geometric morphism
f : [p : F → Sh(C, J)]→ [q : E → Sh(C, J)], we have f∗ ◦ q∗ ∼= p∗; we define
the arrow p!(1F )→ q!(1E) in Sh(C, J) associated with f as the transpose of
the arrow 1F → p∗(q!(1E)) ∼= f∗(q∗(q!(1E))) obtained by applying f∗ to the
unit 1E → q∗(q!(1E) at 1E of the adjunction (q! a q∗).

The functor Λ sends a C-indexed category P to the geometric morphism
Sh(G(P ), JP )→ Sh(C, J) induced by the fibration πP : G(P )→ C obtained
by applying the Grothendieck construction to P , regarded as a comorphism
of sites (G(P ), JP ) → (C, J), where JP is the smallest Grothendieck topol-
ogy making πP a comorphism of sites to (C, J). In the converse direction,
the functor Γ associates with a geometric morphism f : E → Sh(C, J) the
indexed category sending any object c of C to the category of geometric mor-
phisms over Sh(C, J) from Sh(C, J)/`C(c) (where `C is the canonical functor
C → Sh(C, J)) to E , regarded as a topos over Sh(C, J) via f . The functor Λ
takes values in the subcategory EssToposSh(C,J) ↪→ Topos/Sh(C, J)co (in
fact, more specifically, by Corollary 4.58 [9], it takes values in the full subcat-
egory on the locally connected geometric morphisms). The functor Λ′ is the
restriction of Λ to the full subcategories St(C, J) and EssToposSh(C,J). The
functor Γ takes values in the subcategory St(C, J) ↪→ IndC ; we denote by Γ′

the restriction of Γ to the subcategories EssToposSh(C,J) and St(C, J).
We refer to the adjunction (Λ a Γ) as to the fundamental adjunction.
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This adjunction is a pointfree generalization of the well-known adjunction be-
tween presheaves on a topological space X and bundles to X. It allows to in-
terpret many topos-theoretic constructions in a geometric way; for instance,
the associated sheaf functor is obtained as the restriction to presheaves of
the composition Γ ◦ Λ of the two functors involved in the fundamental ad-
junction. In particular, the values of this functor can be described in terms
of locally defined collections of comorphisms of sites. This adjunction also
allows to describe the operations of direct and inverse images of sheaves (and
more generally stacks) in a geometric way.

The geometric morphisms in the essential image of the functor L are
called the étale morphisms or local homeomorphisms to Sh(C, J); indeed,
such morphisms satisfy abstract analogues of the properties of étale maps
(or local homeomorphisms) of topological spaces.

The embedding of EssToposSh(C,J) into Topos/Sh(C, J)co does not ad-
mit a left adjoint. Indeed, if such an adjoint existed, its composite with
E would yield a left adjoint to the canonical functor Sh(C, J) → Topos/
Sh(C, J)co, and hence this latter functor would preserve arbitrary limits,
which is easily seen not to be the case (this is actually due to the fact that
inverse image functors of geometric morphisms do not preserve in general
arbitrary limits).

Of particular interest is the functor E ◦ Λ′, which is left adjoint to the
inclusion Sh(C, J) into St(C, J). As such, this functor can be thought of as
a truncation functor which associates with a stack the ‘best sheaf’ approxi-
mating it: we will study it in detail in Section 2.7.

The 2-adjunction (Λ a Γ) also yields a 2-adjunction

cFibJC EssToposco/Sh(C, J)

ΛEssToposco/Sh(C,J)

`

ΓEssToposco/Sh(C,J)

between IndC and the 2-category EssToposco/Sh(C, J), where the 2-functor
ΛEssToposco/Sh(C,J) acts as Λ and the 2-functor ΓEssToposco/Sh(C,J) is the
subfunctor of Γ obtained by taking the essential geometric morphisms (that
is,

ΓEssToposco/Sh(C,J)(E ) := EssToposco/Sh(C, J)(C̃/−,E ) : Cop → CAT

for any Sh(C, J)-topos E ).
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Chapter 2

Preliminaries

As already mentioned in the introduction, our point of view on relative topos
theory stems from [15], and it rests on the following two assumptions: that
relative toposes over a Grothendieck topos Sh(C, J) are to be investigated
by using J-stacks Cop → Cat, and in turn that stacks can be interpreted as
continuous comorphisms over (C, J). All the relevant tools and techniques,
which we shall exploit in the following, are collected in this initial chapter.
In order to make our work as self-contained as possible, along with some new
results there will be many well-known propositions, of which we tried to give
just the necessary details to help a less experienced reader.

In the first sections, we will recall the notion of C-indexed categories and
fibrations over C: in particular, we will recall the equivalence-stable notion
of Street fibration, and show how one can translate the classical arguments
about Grothendieck fibrations to the equivalence-stable setting. As fibra-
tions over a base category C generalize presheaves, stacks over a site (C, J)
generalize sheaves: their definition, along with the generalization to Street
fibrations of some classical results, is provided in Section 2.6. In particular,
the canonical stack for a site (Subsection 2.6.4) will prove to be one of the
main protagonists of our later results. We will also observe that stacks and
sheaves are connected by a truncation functor, related with factorization
systems for geometric morphisms and comorphisms of sites (Section 2.7).

The interplay between the fibrational and the indexed standpoint will be
the leitmotiv of many of the following results, and in particular it will be at
the core of the fundamental adjunction of Chapter 5:

IndC Topos/Sh(C, J)co

Λ

Γ

>

,

where the left-hand side is the C-indexed standpoint while the right-hand side
is the topos-theoretic (fibrational) standpoint. The passage Λ from fibrations
to toposes will be justified in light of the theory of continuous comorphisms
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of sites, whose basic results are gathered in Sections 2.10 and 2.11; on the
other hand the right adjoint Γ behaves as a hom-functor, meaning that
its left adjoint Λ is a colimit functor: we have thus collected some results
about weighted colimits in Section 2.9. In particular, we have focused our
attention on the problem of connecting various notions of weighted colimits
(pseudocolimits, lax and oplax colimits) by using localizations of fibrations
(Section 2.8).

2.1 Indexed categories and Street fibrations

Let us start from recalling the basic notions of indexed category and Street
fibration: the latter is an equivalence-stable generalization of the more no-
torious notion of Grothendieck fibration (see [32] and its references). From
now on, every time we will mention fibrations or fibred categories we will
implicitly be talking about fibrations in the sense of Street, unless specified
otherwise. It is known that in Cat Street fibrations are actually equivalent
to Grothendieck fibrations, therefore all results for Grothendieck fibrations
that are equivalence-stable hold also in the Street context; nonetheless we
will provide a sketch of proof for some of them.

Since here and in the following we will be using various notions of slice
category, let us begin by setting the notation once and for all:
Definition 2.1.1. Consider a 1-category C and an object X: by C/X we
shall denote the usual slice category , such that

• objects are arrows y : Y → X of C, and

• arrows z : [w : W → X] → [y : Y → X] correspond to arrows
z : W → Y of C such that yz = w.

If A is a strict 2-category we can still perform its 1-categorical slice over an
object A, which we will denote by A/1A. The right 2-categorical notion for
an arbitrary lax 2-category A is that of slice 2-category A/A, thus defined:

• 0-cells are arrows b : B → A;

• 1-cells from [p : C → A] to [b : B → A] correspond to pairs (c, γ) where
c : C → B and γ : bc

∼
=⇒ p;

• 2-cells from (c, γ) to (d, δ) : [p] → [b] are 2-cells ω : c ⇒ d such that
ϕ = γ(b ◦ ω).

If we do not require that γ in the definition of 1-cell is invertible, we obtain
instead the notion of lax-slice-2-category A �A (see [31]).

Categories indexed over a base category C are nothing but presheaves
taking values in CAT instead of Set; however, it proves necessary to replace
the rigid functoriality of presheaves with pseudofunctoriality as follows:
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Definition 2.1.2. Consider a category C: a pseudofunctor D : Cop → CAT
is the datum of

• a category D(X) for each object X in C,

• a functor D(y) : D(X)→ D(Y ) for each arrow y : Y → X in C,

• a natural isomorphism ϕD
X : 1D(X)

∼
=⇒ D(1X) for each X in C, and

• a natural isomorphism ϕD
y,z : D(z)D(y)

∼
=⇒ D(yz) for each composable

pair y, z of arrows in C,

satisfying the following compatibility conditions: for any y : Y → X,

ϕD
1X ,y

(D(y) ◦ ϕD
X) = ϕD

y,1Y
(ϕD

Y ◦ D(y)) = idD(y) : D(y)⇒ D(y)

and for any w : W → Z, z : Z → Y , y : Y → X,

ϕD
y,zw(ϕD

z,w ◦ D(y)) = ϕD
yz,w(D(w) ◦ ϕD

y,z) : D(w)D(z)D(y)⇒ D(yzw).

In short, a C-indexed category is functorial up to canonical 2-isomorphisms;
a strict C-indexed category is a functor D : Cop → CAT in the usual sense.

A pseudonatural transformation F : D⇒ E consists of the following data:
for every X in C of a functor FX : D(X) → E(X) and for every y : Y → X
of C a natural isomorphism Fy : E(y)FX

∼
=⇒ FY D(y) satisfying the following

compatibility conditions: for every X in C

FX ◦ ϕD
X = F1X (ϕE

X ◦ FX) : FX ⇒ FXD(1X)

and for every z : Z → Y , y : Y → X,

Fyz(ϕ
E
y,z ◦FX) = (FZ ◦ϕD

y,z)(Fz ◦D(y))(E(z)◦Fy) : E(z)E(y)FX ⇒ FZD(yz).

If we do not ask the components Fy to be invertible, we have what is called
a lax natural transformation; if moreover we ask that the Fy’s go in the
opposite direction, we can suitably adapt the two axioms above to obtain
the definition of oplax natural transformation.

A modification of pseudo-/oplax/lax natural transformations, ξ : F V G,
consists for every X in C of a natural transformation ξX : FX ⇒ GX such
that for every y : Y → X the identity

Gy(E(y) ◦ ξX) = (ξY ◦ D(y))Fy : E(y)FX ⇒ GY D(y)

is satisfied.
Pseudofunctors Cop → CAT, their pseudonatural transformations and

modifications are respectively the 0-cells, 1-cells and 2-cells of a 2-category
which we shall denote by [Cop,CAT]ps. If instead of pseudonatural trans-
formations we consider lax natural transformations as 1-cells we still have
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a 2-category, denoted by [Cop,CAT]lax; similarly, if the 1-cells are oplax
natural transformations we shall use the notation [Cop,CAT]oplax.

Pseudofunctors Cop → CAT can also be thought as C-indexed categories;
their pseudonatural transformations are thus called C-indexed functors and
the modifications C-indexed natural transformations. This justifies the more
compact notation IndC for the 2-category [Cop,CAT]ps, which we will adopt
whenever the focus is not really on the kind of transformation considered.

If we consider a set I and a I-indexed family of sets {Xi | i ∈ I}, there is
an obvious way of gluing them all together: one considers their disjoint union∐
i∈I Xi. The original sets can now be retrieved as fibres of the canonical

projection map
∐
iXi → I. In a similar fashion, the whole information

contained in a C-indexed category D can be glued together in one single
category over C, exploiting the well-known Grothendieck construction:
Definition 2.1.3. Any C-indexed category D : Cop → CAT is canonically
associated to a functor pD : G(D)→ C, defined as follows: the objects of G(D)
are pairs (X,U) with X in C and U in D(X), and arrows of G(D) are pairs
(y, a) : (X,V ) → (X,U) where y : Y → X and a : V → D(y)(U) in D(Y ).
The identity arrow of (X,U) is the pair (1X , ϕ

D
X(U)), while composition of

arrows is defined by the equation (y, a) ◦ (z, b) = (yz, ϕy,z(U)D(z)(a)b). The
functor pD acts by forgetting the second component.

From a C-indexed functor F : D → E we can obtain a functor G(F ) :
G(D) → G(E) such that pEG(F ) = pD. We set G(F )(X,U) := (X,FX(U)),
and for any arrow (y, a) : (Y, V ) → (X,U) in G(D) we set G(F )(y, a) to be
the arrow (t, Fy(U)−1FY (a)) : (Y, FY (V )) → (X,FY (U)). Moreover, a C-
indexed natural transformation ξ : F ⇒ G is sent to a natural trasformation
G(ξ) : G(F )⇒ G(G) satisfying the identity pE◦G(ξ) = idpD . This means that
G provides a strict 2-functor G : IndC → CAT/C (which moreover factors
through the sub 2-category of strictly commutative triangles over C).

D E 7−→ G(D) G(E)

C

F

G

ξ

pD

G(F )

G(G)

G(ξ)

pE

Applying (−)op to the fibres and transition morphisms of a C-indexed
category we end up with another C-indexed category. Since this process will
be useful in the following, let us set the following notation:
Definition 2.1.4. Consider a pseudofunctor D : Cop → CAT: we denote
by DV : Cop → CAT the C-indexed category defined as follows:

• for every X in C we set DV(X) := D(X)op;

• for every y : Y → X we set

DV(y) := D(y)op : D(X)op → D(Y )op.
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Remark 2.1.1. The Grothendieck construction can be performed on a
much wider class of functors, namely that of lax functors D : Cop → CAT
and their oplax natural transformations, and one can again obtain a 2-
functor Lax(Cop,CAT)oplax → CAT/C: this is implied, though not ex-
plicitly stated, in [20]. For the later constructions though (in particular
the equivalence in Corollary 2.2.6), it is necessary to work with C-indexed
categories.

As it happened in our example with indexed families of sets, the C-
indexed category D can be recovered from p : G(D) → C: indeed, once
chosen X in C then the fibre of p at X is the collection of objects (X,U) of
G(D) and of morphisms of the form (1, a) between them, which is isomor-
phic to the category D(X). This justifies calling D(X) the fibre of D over
X; we can similarly recover each functor D(y), which is called a transition
morphism between the fibres (the name pullback functor can also be found
in the literature, though it can be misleading and we will avoid it).

Let us see some examples of C-indexed categories:
Example 2.1.1.

(i) Any presheaf P : Cop → Set can be seen as particular kind of C-indexed
category which is strict and discrete: that is, it is a strict functor and its
fibres are all discrete categories. In this case one usually writes

∫
P for

G(P ) and calls it the category of elements of P : objects are still pairs
(X,U) with U ∈ P (X), and arrows are of the form y : (Y, V )→ (X,U)
where y : Y → X and P (y)(U) = V . The functor pP :

∫
P → C simply

forgets the second component. A morphism of presheaves f : P ⇒ Q
is mapped to a functor

∫
f :

∫
P →

∫
Q operating by sending y :

(Y, Py(U))→ (X,U) to y : (Y, fY Py(U))→ (X, fX(U)). In particular,
we remark that

∫
よ(X) ' C/X, and that for y : Y → X,

∫
よ(y) acts

as the postcomposition functor y ◦ − : C/Y → C/X (in the following
we will use the shorthand

∫
y for

∫
よ(y)).

(ii) For any geometric morphism F : F → E , we have an E -indexed
category IF sending a object E of E to the category F/F ∗(E) and
any arrow g : E → E′ in E to the pullback functor F/F ∗(E′) →
F/F ∗(E) along the arrow F ∗(g) : F ∗(E) → F ∗(E′). Applying the
Grothendieck construction to IF we obtain that G(IF ) is the comma
category (F ↓F ∗), which is endowed with a canonical projection to E .

(iii) If C is a finitely complete category with a canonical choice of pullbacks,
then it admits the canonical C-indexed category Cop → CAT mapping
every object X to the slice category C/X, and every morphism y :
Y → X to the pullback functor y∗ : C/X → C/Y . Applying the
Grothendieck construction, one sees that the corresponding category
over C is the category Mor(C) of morphisms of C and their commutative
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squares, with the codomain functor cod : Mor(C) → C as structural
functor.

(iv) If we consider a Grothendieck topos E and its identity geometric mor-
phism 1E , the E -indexed category I1E of item (ii) coincides with the
one in the previous item: this is what we will call the canonical stack
over E (see Subsection 2.6.4).

It is now time to introduce the other side of the coin, namely fibrations
over C: their axiomatization captures the basic features of functors of the
kind G(D)→ C.
Definition 2.1.5. Consider a functor p : D → C: an arrow f : A→ B in D
is said to be cartesian if for every other h : C → B and any g : p(C)→ p(A)
such that p(h) = p(f)g there is a unique k : C → A such that p(k) = g and
h = fk.

C

B A

!k
h

f

p7−→
p(C)

p(B) p(A)

p(h)
g

p(f)

Definition 2.1.6. Consider a functor p : D → C: it is a (Street) fibration
if for every A in D and any x : X → p(A) in C there are a cartesian arrow
f : B → A and an isomorphism θ : X

∼−→ p(B) such that p(f)θ = x:

p(B)

X p(A)

p(f)
θ∼

x

The arrow f is a cartesian lift for x. The fibration p is said to be cloven, or
with cleavage, if for every x and A there is a choice of a cartesian lift and an
isomorphism as above: we will denote them respectively by x̂A : dom(x̂A)→
A and θf,A : X → dom(p(x̂A)). In particular, p is a Grothendieck fibration
if every x has a cartesian lift f such that p(f) = x; a Grothendieck cleavage
is a cleavage where all the isomorphisms θf,A are identities.
Proposition 2.1.1. Consider a C-indexed category D : Cop → CAT: then
p : G(D)→ C is a cloven Grothendieck fibration.

Proof. Consider an arrow y : Y → X of C and an object (X,U) in the fibre
of X. Then the arrow (y, 1D(y)(U)) : (Y,D(y)(U))→ (X,U) is a cartesian lift
of y: it obviously projects to y, and for any other (h, b) : (Z,W )→ (X,U) of
G(D) such that h = yz for some z, then (h, b) = (y, 1)(z, ϕ−1

y,zb), and (z, ϕ−1
y,zb)

is a unique lift for z.

16



Remarks 2.1.2. (i) The ‘evilness’ of the definition of Grothendieck fi-
brations stems from the fact that the condition p(f) = x above forces
the equality p(B) = X on objects. We will provide an explicit proof
later that Street fibrations are precisely Grothendieck fibrations up to
equivalence (see Corollary 2.2.7).

(ii) Given a Grothendieck fibration p : D → C, an arrow is said to be
vertical if its image via p is an identity arrow. In the case of Street
fibrations, we define the ‘non-evil’ version of this as follows: an arrow
is vertical if its image via p is invertible.

(iii) The Grothendieck construction, and the symbol G, will always mean
for us the construction just defined, even when applied to covariant
pseudofunctors. Indeed, it will happen later that we will consider co-
variant pseudofunctors R : C → CAT: by seeing them as Cop-indexed
categories, we will perform the Grothendieck construction to obtain a
category over Cop,

pR : G(R)→ Cop.

We stress this, because there is also a notion of covariant Grothendieck
construction for covariant pseudofunctors (cf. Paragraph 2 of [30]), but
it is not the same as applying the contravariant Grothendieck con-
struction to R, seen as a Cop-indexed category: instead, the covariant
Grothendieck construction associates R with the category over C

pop
RV : G(RV)op → C.

In general, an opfibration is any functor p such that its opposite pop is a
fibration: therefore, the functor pop

RV is usually called the Grothendieck
opfibration associated to R.

Remarks 2.1.3. Let us list here some useful properties of cartesian arrows:

(i) Given a cartesian arrow f : A → B, any other arrow k : C → A is
determined uniquely by the composite fk and the projection p(k) in
C. We will often use this in the following to show that two arrows in
D are equal.

(ii) If f is cartesian, then fg is cartesian if and only if g is cartesian.

(iii) Consider an arrow x : X → p(U) and two distinct cartesian lifts of x,
i.e. two cartesian arrows a : A→ U and b : B → U with isomorphisms
α : X

∼−→ p(A) and β : X
∼−→ p(B) such that x = p(a)α = p(b)β: then

it is immediate, exploiting the cartesianity of both a and b, to prove
that there is a unique γ : A

∼−→ B such that bγ = a and p(γ) = βα−1.
This has the immediate corollary that whenever x : X → p(U) is an
isomorphism, then all its cartesian lifts are isomorphisms: this happens
because x admits among its lifts the identity arrow 1U , and all lifts of
x are isomorphic to it.
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Remark 2.1.4. Let us now introduce two families of canonical arrows that
exist for every cloven fibration, relating lifts of compositions of morphisms:
we will need them later in order to define the pseudofunctor associated with
a cloven Street fibration.

Consider y : Y → X and x : X → p(U) in C: we want to compare the two
lifts x̂U and x̂yU . To do so, consider the arrow θx,Uy : Y → p(dom(x̂U )) and
its cartesian lift θ̂x,Uydom(x̂U ): then the composite x̂U θ̂x,Uydom(x̂U ) is still
cartesian, and moreover it lifts xy, as the following commutative diagram
shows:

Y X

p(dom(θ̂x,Uydom(x̂U ))) p(dom(x̂U )) p(U)

y

θθx,Uy,dom(x̂U )

∼ x
θx,U

∼

p(θ̂x,Uydom(x̂U )
)

p(x̂U )

Hence, there is a canonical isomorphism that can compare x̂U θ̂x,Uydom(x̂U )

with x̂yU : that is, a unique χx,y,U : dom(x̂yU )
∼−→ dom(θ̂x,Uydom(x̂U )) such

that x̂yU = x̂U θ̂x,Uydom(x̂U )χx,y,U and p(χx,y,U ) = θθx,Uy,dom(x̂U )θ
−1
xy,U . Let

us moreover introduce the notation

λx,y,U := θ̂x,Uydom(x̂U )χx,y,U : dom(x̂yU )→ dom(x̂U ) :

the arrow λx,y,A can also be defined as the unique arrow satisfying x̂Uλx,y,U =
x̂yU and p(λx,y,U ) = θx,Uyθ

−1
xy,U . Since both x̂U and x̂yU are cartesian, λx,y,U

is also cartesian. In particular, it is easy to verify that the following identities
also hold: λx,1X ,A = 1dom(x̂A), and λx,y,Aλxy,z,A = λx,yz,A.

We can define a 2-category of fibred categories over C:
Definition 2.1.7. We will define the 2-category of fibrations over C, denoted
by FibC , as the sub-2-category of CAT/C defined thus:

0-cells: they are Street fibrations p : D → C;

1-cells: given two fibrations p : D → C and q : E → C, a morphism of fibrations
is a pair (F,ϕ), where F : D → E is a functor mapping cartesian arrows
to cartesian arrows and ϕ is a natural isomorphism q ◦ F ∼

=⇒ p;

2-cells: given two fibrations [p] and [q] over C and two morphisms of fibrations
(F,ϕ), (G, γ) : [p] → [q], a 2-cell α : (F,ϕ) ⇒ (G, γ) is given by a
natural transformation α : F ⇒ G such that ϕ = γ(q ◦ α).

In particular, we will denote by cFibC the full sub-2-category of cloven fi-
brations. We will denote the (non full) sub-2-category of Grothendieck fibra-
tions by FibGr

C , and by U : FibGr
C → FibC the inclusion functor; analogously,

cFibGr
C will denote the full sub-2-category of FibGr

C of Grothendieck fibra-
tions endowed with a Grothendieck cleavage.
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Therefore, the Grothendieck construction provides a 2-functor

G : IndC → cFibGr
C .

Let us finally provide the notion of fibre of a Street fibration: to do so
we shall exploit a 2-categorical notion of pullback.
Definition 2.1.8. Given two functors A : A → C and B : B → C, their strict
pseudopullback1 A ×C B is the category whose objects are triples (X,U, f),
where X is an object of A, U is an object of B and f : A(X)

∼−→ B(U) in
C, while morphisms are pairs (r, s) : (X,U, f)→ (Y, V, g) where r : X → Y ,
s : U → V and gA(r) = B(s)f . There are two obvious forgetful functors
from A×C B to A and B and a natural isomorphism σ as in the diagram

A×C B B

A C

πA

πB

B

A

∼
σ

The strict pseudopullback A×C B satisfies the following universal property:
for every other pair of functors P : D → A and Q : D → B and natural
isomorphism τ : AP

∼
=⇒ BQ there is a unique functor H : D → A ×C B

such that πAH = P , πBH = Q and σ ◦ H = τ . Moreover, for any pair
two such cones (P,Q, τ) and (P ′, Q′, τ ′), if there are natural transformations
α : P ⇒ P ′ and β : Q⇒ Q′ such that τ ′(A ◦α) = (B ◦ β)τ then there exists
a unique natural transformation η : H ⇒ H ′ such that πA ◦ 1η = α and
πB ◦ η = β.
Definition 2.1.9. Consider a functor p : D → C: the essential fibre of
p at X, which we will simply call fibre and denote by D(X), is the strict
pseudopullback

D(X) D

1 C

p

eX

∼ ,

where the functor below is the constant functor with valueX. In other words,
D(X) is the category whose objects are the couples (A,α : X

∼−→ p(A)), and
whose arrows γ : (A,α) → (B, β) are indexed by arrows γ : A → B of D
such that p(γ)α = β.
Remark 2.1.5. We will use strict pseudopullbacks in a moment to build
from p a pseudofunctor D : Cop → CAT. One might be concerned with the
fact that strict pseudopullbacks are stable under isomorphism of categories
but not under equivalence; nonetheless, they act as canonical (and man-
ageable) representatives of pseudopullbacks: indeed, any category which is

1For a reference on the use of the name strict pseudopullback, see [29]
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equivalent to the strict pseudopullback A ×C B will be a pseudopullback of
A and B, i.e. the induced functor H above will be unique up to a unique
2-isomorphism, and pseudopullbacks are indeed stable under equivalence.

2.2 The equivalence between Street fibrations and
indexed categories

Our first purpose is to show that cloven Street fibrations are equivalent to
pseudofunctors, generalizing a well known result about Grothendieck fibra-
tions. First of all, we need a 2-functor from cloven fibrations to IndC :
Proposition 2.2.1. There is a strict 2-functor I : cFibC → IndC operating
as follows:

0-cells: consider a cloven fibration p : D → C: the C-indexed category

I(p) = D : Cop → CAT

is defined on object by taking every X in C to the fibre D(X), while for
y : Y → X in C the functor D(y) : D(X)→ D(Y ) is defined as[
(A,α)

ω−→ (B, β)
]
7→
[
(dom(α̂yA), θαy,A)

D(y)(w)−−−−−→ (dom(β̂yB), θβy,B)

]
where D(y)(ω) : dom(α̂yA)→ dom(β̂yB) is the unique arrow satisfying
the identities β̂yBD(y)(ω) = ωα̂yA and p(D(y)(ω)) = θβy,Bθ

−1
αy,A.

1-cells: A morphism of fibrations (F,ϕ) : [p : D → C]→ [q : E → C] produces a
C-indexed functor

I(F,ϕ) : D⇒ E

built as follows: for every X in C, I(F,ϕ)
X : D(X)→ E(X) is defined as

I
(F,ϕ)
X :

[
(A,α)

γ−→ (B, β)
]
7→
[
(F (A), ϕ−1

A α)
F (γ)−−−→ (F (B), ϕ−1

B β)

]
while for every arrow y : Y → X in C the canonical isomorphism
I

(F,ϕ)
y : E(y)I

(F,ϕ)
X

∼
=⇒ I

(F,ϕ)
Y D(y) is defined componentwise thus: the

arrow
I(F,ϕ)
y (A,α) : dom(ϕ̂−1

A αyF (A))→ F (dom(α̂yA))

is the unique satisfying the identities F (α̂yA)I
(F,ϕ)
y (A,α) = ϕ̂−1

A αyF (A)

and q(I(F,ϕ)
y (A,α)) = ϕ−1

dom(α̂yA)θαy,Aθ
−1

ϕ−1
A αy,F (A)

.
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2-cells: Given a 2-cell of fibrations ξ : (F,ϕ) ⇒ (G, γ) : [p] → [q], the corre-
sponding C-indexed natural transformation

Iξ : I(F,ϕ) V I(G,γ)

is defined componentwise as follows: for X in C, the natural transfor-
mation IξX : I

(F,ϕ)
X ⇒ I

(G,γ)
X is defined componentwise, for every (A,α)

in D(X), as IξX(A,α) = ξA : (FA,ϕ−1
A α)→ (GA, γ−1

A α).

Proof. We only provide definitions for the relevant structure, leaving all the
verifications to the reader: we stress that all equalities of arrows in the
fibrations are verified by exploiting what we said in the first item of Remark
2.1.3.

The arrow D(y)(γ) is well defined, and it is easy to see that its unicity
implies that D(y) is a functor. To see that D is a pseudofunctor, the following
canonical natural isomorphisms must be considered: for every X in C, we
define ϕD

X : IdD(X)
∼
=⇒ D(1X) componentwise by setting ϕD

X(A,α) equal to

(A,α)
α̂−1
A−−→ (dom(α̂A), θα,A);

for every z : Z → Y and y : Y → X, we define ϕD
y,z : D(z)D(y)

∼
=⇒ D(yz)

componentwise by setting ϕD
y,z(A,α) equal to

(dom(θ̂αy,Azα̂yA
), θθαy,Az,dom(α̂yA))

χ−1
αy,z,A−−−−→ (dom(α̂yzA), θαyz,A).

We have already shown that the arrows χ are isomorphisms, while α̂A is an
isomorphism since it lifts the isomorphism α. Here one needs to check that
they are arrows of the fibres, that their components are natural and that the
identities in the definition of a C-indexed category are satisfied.

For the pseudonatural transformation I(F,ϕ), notice that I
(F,ϕ)
y (A,α) is

well defined because F preserves the cartesianity of arrows: indeed, it is easy
to see that since α̂yA lifts αy via p then F (α̂yA) lifts ϕ−1

A αy via q, and hence

it is canonically isomorphic to ϕ̂−1
A αyF (A). The verification that I(F,ϕ) is a

pseudonatural transformation is a matter of computation.
Finally, the verification that the arrows IξX(A,α) provide a natural trans-

formation is an explicit check, as is the verification that Iξ is indeed a C-
indexed natural transformation. To conclude, one can check that for every [p]
and [q] as above, we have defined a functor cFibC([p], [q])→ IndC(D,E), that
IIdD = IdD and that for (F,ϕ) : [p]→ [q] and (G, γ) : [q]→ [r], I(G,γ)(F,ϕ) =
I(G,γ)I(F,ϕ): this makes I into a strict 2-functor of 2-categories.

In adherence with the standard language for Grothendieck fibrations,
we will call the functors D(y) between fibres transition morphisms of the
fibration p.
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Though a fibration may admit different cleavages, they are all in a certain
sense equivalent, since they produce essentially the same pseudofunctor:
Proposition 2.2.2. The construction of a pseudofunctor from a cloven fi-
bration is essentially independent from the choice of cleavage: more explicitly,
given two different cleavages for p : D → C, the corresponding pseudofunctors
D and D̃ are equivalent up to a pseudonatural isomorphism.

Proof. Consider f : X → p(A) in C: we will denote by (f̂A, θf,A) the cartesian
lift for one cleavage and by (f̃A, θ̃f,A) the cartesian lift for the other cleavage.

The proof is straightforward. First of all, D and D̃ behave in exactly the
same way on the objects of C: this happens because the definition of fibre
is independent from the cleavage, which only affects the construction of the
transition morphisms. But recall that, given y : Y → X and (A,α) in D(X),
then

D(y)(A,α) = (α̂yA, θαy,A), D̃(y)(A,α) = (α̃yA, θ̃αy,A) :

now, since α̂yA and α̃yA are both cartesian lifts of αy, there is a unique well
defined isomorphism zy(A,α) : (α̂yA, θαy,A)

∼−→ (α̃yA, θ̃αy,A) in D(Y ), which
provides the components for a pseudonatural isomorphism from D to D̃.

Now, let us denote by

IGr : cFibGr
C � IndC : G

the standard equivalence between Grothendieck cloven fibrations and pseud-
ofunctors, which appears for instance in [21, Section B1.3]. When working
with Grothendieck fibrations, we obtain essentially the same C-indexed cat-
egory whether we apply I or IGr:
Proposition 2.2.3. Consider a cloven Grothendieck fibration p : D → C:
then DGr := IGr(p) and D := I(p) are equivalent pseudofunctors. This
extends to an equivalence of the two 2-functors

IGr, IU : cFibGr
C → IndC ,

i.e. there exists an invertible 2-natural isomorphism IGr ∼=⇒ IU .

Proof. Preliminarily, notice that since the cleavage for p is the cleavage of a
Grothendieck fibration, all the lifting isomorphisms θ are actually identities.

We can start by comparing the fibres. There is an obvious full and
faithful functor DGr(X) ↪→ D(X) mapping A to (A, 1p(A)) and g : A→ B to
g : (A, 1p(A))→ (B, 1p(B)). There is also a functor KX : D(X)→ DGr(X) in
the opposite direction, which acts as follows:[

(A,α)
g−→ (B, β)

]
7→
[
dom(α̂A)

D(1X)(g)−−−−−→ dom(β̂B)

]
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By definition, D(1X)(g) is the unique arrow such that β̂BD(1X)(g) = gα̂A
and p(D(1X)(g)) = 1X . It is now a quick check to see that these are functors,
that they are one the quasi-inverse of the other, and that they are compatible
with the transition functors D(y) : D(X) → D(Y ) and DGr(y) : DGr(X) →
DGr(Y ): in fact, the composites D(y)KX and KY DGr(y) are exactly equal.
This shows that DGr ∼= D.

To prove that this extends to a pseudoequivalence of 2-functors, we
should build, for every morphism F : [p] → [q] in cFibGr

C , an invertible
modification

DGr D

EGr E

IGr,F

K[p]

I(F,1)

κF
∼

K[q]

,

where (F, 1) is just U(F ). Now, a computation shows that the two pseudo-
natural transformationsK [q]IGr,F and I(F,1)K [p] are actually equal, and thus
κF can be defined as the identity modification. This concludes the proof.

Corollary 2.2.4. The two functors

IdIndC , IUG : IndC → IndC

are equivalent.

Proof. It is immediate: IdIndC ∼= IGrG is standard, and we have just shown
that IGr ∼= IU , whence IdIndC ∼= IUG.

The converse is also true, as the following result shows:
Proposition 2.2.5. Consider a cloven fibration p : D → C: then it is
equivalent to the Grothendieck fibration π : G(D) → C. This extends to
an equivalence of pseudofunctors

IdcFibC , UGI : cFibC → cFibC ,

i.e. there is an invertible 2-natural transformation UGI ∼=⇒ IdcFibC .

Proof. We remark that objects of G(D) are couples (X, (A,α)), where X is
an object of C and (A,α) an object of D(X), i.e. α : X

∼−→ p(A) in C.
We begin by defining a functor T : D → G(D) as[

A
g−→ B

]
7→
[
(p(A), (A, 1p(A)))

(p(g),ḡ)−−−−→ (p(B), (B, 1p(B)))

]
,

where ḡ : A → dom(p̂(g)B) is the unique arrow such that p̂(g)B ḡ = g and
p(ḡ) = θp(g),B: the verification that it is a functor is based on the unicity of

the arrow ḡ (notice in particular that 1̄A = 1̂p(A)
−1

A = ϕA(A, 1p(A)), which
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implies the preservation of identities). If we suppose that g : A → B is
cartesian, it is also a lift for p(g): this implies that ḡ is an isomorphism and
hence (p(g), ḡ) is a cartesian arrow of G(D). Moreover, it is immediate to see
that πT = p, and hence we have a morphism of fibrations (T, id) : [p]→ [π].

We define its quasi-inverse S : G(D)→ D as[
(Y, (B, β))

(y,g)−−−→ (X, (A,α))

]
7→
[
B

α̂yAg−−−→ A

]
:

again, the verification that it is a functor it lenghty but straightforward. It
also maps cartesian arrows to cartesian arrows: indeed, (y, g) is cartesian
if g is an isomorphism, which means that its image α̂yAg is also cartesian
(as α̂yA is). Finally, there is a natural isomorphism σ : ps

∼
=⇒ π defined

componentwise as[
pS(X, (A,α))

σ(X,(A,α))−−−−−−−→ π(X, (A,α))

]
=

[
p(A)

α−1

−−→ X

]
which is natural. The two compositions (S, σ)(T, id) and (T, id)(S, σ) are
indeed the two components of an equivalence of fibrations.

Now consider again the morphisms (S, σ) : G(D)→ [p]: we add an apex
S[p], σ[p] to specify that they stem from the fibration p. To extend these
data into an invertible pseudonatural transformation we also need for each
(F,ϕ) : [p]→ [q] a 2-isomorphism

G(D) [p]

G(E) [q]

GI(F,ϕ)

(S[p],σ[p])

(F,ϕ)
ζ(F,ϕ)

∼

(S[q],σ[q])

satisfying some compatibility axioms: luckily, it is easy to see that the the
two composites (F,ϕ)(S[p], σ[p]) and (S[q], σ[q])GI(F,ϕ) are actually equal, so
ζ is an identity, and the axioms are quickly verified to hold.

Combining the previous results, we obtain the equivalence we wanted:
Corollary 2.2.6. The two 2-functors

I : cFibC → IndC , UG : IndC → cFibC

form an equivalence of 2-categories.
This has as corollary a fact we mentioned multiple times, namely that

Street fibrations are ‘up-to-equivalence Grothendieck fibrations’:
Corollary 2.2.7. Consider a functor p : D → C: then it is a fibration if
and only there are a Grothendieck fibration q : E → C, an equivalence of
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categories F : D ∼−→ E and a natural isomorphism ϕ as in the diagram:

D E

C
p

F∼

qϕ
∼

Proof. We have shown previously that if p is a fibration then it is equivalent
to G(D) → C, which is Grothendieck. Conversely, suppose given F and ϕ:
without loss of generality we may assume that F is the left adjoint of an
adjoint equivalence, so that the identities G(ε) = η−1

G and F (η) = ε−1
F hold

for the unit and counit of the adjunction. Consider an arrow x : X → p(D)
in C: then the composite ϕ−1

D x : X → qF (D) admits a cartesian lift f : Y →
F (D) through q. A check shows that the arrow x̂ := η−1

D G(f) : G(Y ) → D
is still cartesian, and that x = p(x̂)ϕGY q(ε

−1
Y ), making x̂ into a lift for x.

To conclude this section, let us consider split Street fibrations. We recall
that a Grothendieck cleavage is said to be a splitting if it is compatible with
identities and compositions: that is equivalent to requiring that the indexed
category corresponding to a split fibration be a strict functor. By suitably
generalizing the notion of splitting, we obtain an analogue result for Street
fibrations:
Proposition 2.2.8. Consider a cloven fibration p : D → C, then the follow-
ing are equivalent:

• The corresponding C-indexed category D : Cop → CAT is a strict func-
tor (i.e. all natural transformations ϕD

X and ϕD
y,z are identities);

• the cleavage for p is a splitting, meaning that the two following condi-
tions are verified:

(a) for every α : X
∼−→ p(A), α̂A = 1A;

(b) for every z : Z → Y , y : Y → p(A), ŷzA = ŷAθ̂y,Azdom(ŷA) and
θyz,A = θθy,Az,dom(ŷA).

This restricts the equivalence cFibC ' IndC to an equivalence sFibC '
[Cop,CAT], where sFibC denotes the full subcategory of cFibC of split fibra-
tions.

Proof. This is immediate recalling the definition of the natural isomorphisms
ϕX and ϕy,z above. Since ϕD

X(A,α) := α̂−1
A , ϕD is an identity if and only

if the cleavage lifts of isomorphisms are identity arrows. For the second
condition, ϕD

y,z(A,α) = χ−1
αy,z,A: by the definition of χ, it is the identity if and

only if for all choices of α, y and z it holds that α̂yzA = α̂yAθ̂αy,Azdom(α̂yA)
and θαyz,A = θθαy,Az,domα̂yA

, which is evidently equivalent to the condition
(b) stated above.

25



2.3 The fibred Yoneda lemma

The next significant result we will prove is the extension of Yoneda lemma
to Street fibrations. It is really just a matter of computations, therefore we
will only sketch how to define the equivalence (also to set our notation).
Proposition 2.3.1 (fibred Yoneda lemma). Consider a cloven Street fibra-
tion p : D → C: then there is an equivalence of categories

FibC(C/X,D) ' D(X)

which moreover is pseudonatural in both components, i.e. for any y : Y → X
in C and (F,ϕ) : D → E in cFibC the two squares

D(X) FibC(C/X,D)

D(Y ) FibC(C/Y,D)

∼

D(y) −◦
∫
y

∼

D(X) FibC(C/X,D)

E(X) FibC(C/X, E)

F|D(X)

∼

(F,ϕ)◦−

∼

commute up to canonical natural isomorphisms.

Proof. One direction of the equivalence is easy: starting with (F,ϕ) : C/X →
D a morphism of fibrations, we can consider the pair (F ([1X ]), ϕ−1

[1X ] : X
∼−→

pF ([1X ])), which is an object of D(X); for a 2-cell α : (F,ϕ)⇒ (G, γ), we set
α[1X ] : (F ([1X ]), ϕ−1

[1x])→ (G([1X ]), γ−1
[1X ]) as its image. This definition is evi-

dently functorial, and hence we have obtained a functor Φ : FibC(C/X,D)→
D(X).

The building of the quasi-inverse exploits the cleavage. Consider an ob-
ject (A,α : X

∼−→ p(A)) in D(X), then we define a morphism of fibrations
(F(A,α), ϕ(A,α)) : C/X → D as follows:

• we define F(A,α)([y]) := dom(α̂yA);

• for z : [yz]→ [y] we set F(A,α)(z) := λαy,z,A.

Since arrows of the form λ were shown to be cartesian in Remark 2.1.4,
this functor maps cartesian arrows to cartesian arrows. The natural isomor-
phism ϕ(A,α) : pF

∼
=⇒ pX is defined componentwise as ϕ(A,α)([y]) := θ−1

αy,A :

pF ([y])
∼−→ Y and it is indeed natural.

We want to define our functor on arrows now. Consider γ : (A,α) →
(B, β) in D(X), i.e. an arrow γ : A → B of D such that p(γ) = βα−1:
calling (F,ϕ) and (F ′, ϕ′) the images of (A,α) and (B, β) for brevity, we
want to build a 2-cell Fγ between them. To do so, it is sufficient to see
that for any y : Y → X the identity p(γα̂yA) = p(β̂yB)θβy,Bθ

−1
αy,A holds:

then by cartesianity there is a unique Fγ([y]) : dom(α̂yA) → dom(β̂yB)

such that β̂yBFγ([y]) = γα̂yA and p(Fγ([y])) = θβy,Bθ
−1
αy,A. The components
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Fγ([y]) define a natural transformation F ⇒ F ′ (it is an easy check using the
definition of the arrows λ), and the identity ϕ = ϕ′(p ◦ Fγ) is immediately
verified: thus Fγ is indeed a 2-cell of FibC . The unicity in the definition of
the Fγ([y]) assures us that this construction is functorial, and hence we have
a functor Ψ : D(X)→ FibC(C/X,D).

Now to show that the two functors are quasi-inverses. Starting from
(A,α) in D(X), consider ΦΨ(A,α) = (F(A,α)([1X ]), ϕ(A,α)([1X ])−1) in D(X).
Notice that the arrow α̂A : F ([1X ]) → A is an isomorphism, since it is
a cartesian lift for α, which is invertible: since moreover α = p(α̂A)θα,A,
it is an isomorphism α̂A : (dom(α̂A), θα,A) → (A,α). It is easy to check
that it is also natural in (A,α), and hence we have a natural isomorphism
ΦΨ

∼
=⇒ IdD(X).
Conversely, start from (F,ϕ) : C/X → D morphism of fibrations, consider

Φ(F,ϕ) = (F ([1X ]), ϕ−1
[1X ]) in D(X) and then ΨΦ(F,ϕ) = (G, γ) : C/X → D.

Notice that for any y : [y]→ [1X ] in C/X, the arrow F (y) : F ([y])→ F ([1X ])
is cartesian since F is a morphism of fibrations; moreover, it lifts αy (this
is an immediate check): thus there is a unique isomorphism κ[y] : F [y]

∼−→
dom(α̂yA), since both lift the same arrow. It is immediate to check that the
κ[y] are the components of a natural transformation κ : F ⇒ G and that it
is in fact an invertible 2-cell κ : (F,ϕ) ⇒ (G, γ). The naturality in (F,ϕ)
is also a straightforward check, and so we conclude that there is a natural
isomorphism ΨΦ

∼
=⇒ IdFibC(C/X,D).

Finally, it is lengthy but straightforward to verify that there exist natural
isomorphisms making the squares above commute, and this concludes the
proof.

The fibred Yoneda lemma has the corollary that all cloven Street fibra-
tions are split, up to equivalence:
Corollary 2.3.2. Every Street fibration is equivalent to a split Street fibra-
tion.

Proof. The fibred Yoneda lemma states precisely that D ' FibC(C/−,D)
and since FibC(C/−,D) is a functor it corresponds to a split Street fibration.

2.4 Limit-preserving pseudofunctors

In the present section we shall recall some results about the existence of
limits in a Grothendieck fibration, which will become instrumental later.
Lemma 2.4.1. Consider a pseudofunctor D : Cop → CAT, then the follow-
ing are equivalent:

(i) G(D) has pullbacks, and the pullback of a horizontal (resp. vertical)
arrow is a horizontal (resp. vertical) arrow;
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(ii) every fibre of D has pullbacks, every transition morphism preserves them
and every arrow y : Y → X in C such that D(X) is non-empty has
pullbacks.

Proof. We can split the proof in three parts:

(a) A quick calculation shows that squares of the kind

(Y,D(y)(V )) (X,V )

(Y,D(y)(U)) (X,U)

(1Y ,D(y)(a))

(y,1D(y)(V ))

(1X ,a)

(y,1D(y)(U))

are always pullbacks in a fibration, therefore each vertical arrow admits a
pullback along any horizontal arrow, and said pullbacks are still vertical
(resp. horizontal). Therefore in item (i) we can reduce to assuming that
each horizontal (resp. vertical) arrow has a horizontal (resp. vertical)
pullback along any other horizontal (resp. vertical) arrow. General
pullbacks are then obtained by gluing pullback squares.

(b) Consider the two squares

(P,D(yp)(U)) (Z,D(z)(U))

(Y,D(y)(U)) (X,U)

(p,1)

(q,1)

(z,1)

(y,1)

,

P Z

Y X

p

q

z

y

:

One can easily show that one is a pullback if and only if the other
is a pullback: therefore G(D) has pullbacks of horizontal arrows along
horizontal arrows, and they are again horizontal, if and only if C has
pullbacks of every arrow y : Y → X such that the fibre D(X) is non-
empty (of course, if D(X) were empty we would not be able to lift the
arrows y and z to G(D), in order to compute their pullback).

(c) Consider the following two squares, the left-hand one being in the fibre
D(X):

P W

V U

p

q

b

a

,

(X,P ) (X,W )

(X,V ) (X,U)

(1,p)

(1,q)

(1,b)

(1,a)

.

A quick computation shows that if the right-hand one is a pullback
square in G(D) then the left-hand one is a pullback square in the fibre
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D(X). Conversely, suppose that the left hand square is a pullback in
D(X) and consider the following situation:

(Y,R)

(X,P ) (X,W )

(X,V ) (X,U)

(y,r)

(y,s)

(1,p)

(1,q)

(1,b)

(1,a)

.

The equality (1, a)(y, r) = (1, b)(y, s) implies that there is a commutative
diagram

R

D(y)(P ) D(y)(W )

D(y)(V ) D(y)(U)

r

s

t

D(y)(p)

D(y)(q)

D(y)(b)

D(y)(a)

in D(Y ): since D(y) preserves pullback squares, there exists a unique
t : R → D(y)(P ) making it commutative, which allows us to define
a unique (y, t) : (Y,R) → (X,P ) presenting the square in G(D) as a
pullback square.

In the equivalent hypotheses of the previous lemma the functors iX :
D(X)→ G(D) and pD : G(D)→ C preserve and reflect pullbacks. Notice that
this is not always the case for other limits: for instance, terminal objects are
almost never preserved by the functors iX . However, similar considerations
to those above still hold for limits of a general shape: for instance, given
a diagram in G(D) whose edges are all horizontal, if its limit legs are all
horizontal then the limit is preserved by pD. We will not need results of such
generality. Still, it is interesting to remark that the existence of limits in
fibres and in the base category is enough for them to exist in the fibration:
Proposition 2.4.2. Consider two categories C and I and a pseudofunctor
D : Cop → CAT. Suppose that limits of shape I exist in C and in every fibre
of D, and that these latter ones are preserved by transition morphisms: then
G(D) has limits of shape I, and they are preserved by pD.

Proof. Consider a diagram D : I → G(D): let us denote the image of an
object i of I by (Xi, Ui), and the image of an arrow s : i → j by (xs, bs) :
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(Xi, Ui) → (Xj , Uj). First of all, by composing D with pD : G(D) → C we
obtain a diagram of shape I in C, whose vertices are the Xi and whose edges
are the xs: therefore, we can compute its limit, an object X, and denote by
li : X → Xi the legs of its limit cone. Next, we consider a further diagram
D′ : I → D(X): we map each object i of I to D(li)(Ui), and each arrow
s : i→ j in I to the arrow

D(li)(Ui)
D(li)(bs)−−−−−→ D(li)D(xs)(Uj)

∼−→ D(lj)(Uj),

where the last arrow is one of the canonical isomorphisms of D. We can
compute the limit of D′: we shall call it U , and denote by λi : U → D(li)(Ui)
the legs of its limit cone. It is now a matter of computations to verify that
the arrows

(li, λi) : (X,U)→ (Xi, Ui)

form the legs of a limit cone for the original diagram D. Indeed, consider any
cone (y,i , ai) : (Y, V )→ (Xi, Ui) over it: the arrows yi : Y → Xi form a cone
over pD ◦D, and thus induce a unique y : Y → X such that yi = li ◦ y; on
the other hand, since transition morphisms preserve limits for diagrams of
shape I, the object D(y)(U) is the limit for the composite diagram D(y)◦D′,
and thus the legs ai : V → D(y)(Ui) induce a unique a : V → D(y)(U) such
that ai = D(y)(λi) ◦ a. This provides the two components of a unique arrow
(y, a) : (Y, V )→ (X,U), showing that (X,U) is the limit of D.

Corollary 2.4.3. Consider two categories C, a discrete fibration p :
∫
P → C

and a further non-empty category I: if C is has limits of shape I then
∫
P

has limits of shape I, and p preserves them.
In particular, if C is (finitely) complete and the fibre P (1C) is a singleton,

then
∫
P is (finitely) complete category and p preserves (finite) limits.

Proof. It follows immediately from the previous result, since the fibres of
p are discrete and thus admit all non-empty limits. The last claim holds
because if P (1C) has a terminal object T then the pair (1C , T ) is terminal
in
∫
P , but a dicrete category has a terminal object if and only if it is a

singleton.

2.5 Grothendieck construction for a composite fi-
bration

Let D : Cop → CAT be a C-indexed category and E : G(D)op → CAT a
G(D)-indexed category. If we consider the fibrations pD : G(D) → C and
pE : G(E)→ G(D): it is a well known fact that the composite functor pDpE is
still a fibration. We provide here, for future reference, an explicit description
of the corresponding pseudofunctor:
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Proposition 2.5.1. Given D and E as above, consider the C-indexed cate-
gory ED : Cop → CAT defined as follows:

• for any X in C, ED(X) is the category having as objects the pairs
(U,H) where U is an object in D(X) and H in E(X,U) and as arrows
(U ′, H ′) → (U,H) the pairs (a, h) where a : U ′ → U in the category
D(X) and h : H ′ → E(1X , a)(H) in the category E(X,U ′);

• for any arrow y : Y → X in C,

ED(y) : ED(X)→ ED(Y )

is the functor sending any object (U,H) of ED(X) to the object

(D(y)(U),E(y, 1)(H))

of ED(Y ) and an arrow (a, h) : (U ′, H ′) → (U,H) in ED(X) to the
arrow of ED(Y )

(D(y)(a),E(y, 1)(h)):(D(y)(U ′),E(y, 1)(H ′))→(D(y)(U),E(y, 1)(H)).

Then the fibration associated with ED is isomorphic to the composite fibration
pD ◦ pE.

Proof. The result trivial, once we observe how the two fibrations pDpE :
G(E)→ G(D)→ C and pED : G(ED)→ C are made.

The category G(E) has objects of the form ((X,U), H), where (X,U) is
an object of G(D) and H is an object of E(X,U); a morphism ((y, a), k) :
((Y, V ),K) → ((X,U), H) is given by a an arrow (y, a) : (Y, V ) → (X,U)
in G(D) and an arrow k : K → E(y, a)(H) in E(Y, V ). We can simplify this
description by saying that the objects of G(E) are triples (X,U,H) with X
in C, U in D(X), H in E(X,U); arrows (y, a, k) : (Y, V,K)→ (X,U,H) are
given by an arrow y : Y → X of C, an arrow a : V → D(y)(U) of D(Y ) and
an arrow k : K → E(y, a)(U) of E(Y, V ).

In G(ED) the objects are of the form (X, (U,H)), where (U,H) is an
object of ED(X), and a morphism (y, (a, k′)) : (Y, (V,K)) → (X, (U,H))
of G(ED) is indexed by an arrow y : Y → X in C and an arrow (a, k′) :
(V,K) → ED(y)(U,H) = (D(y)(U),E(y, 1)(H)) in ED(Y ). We can simplify
this description too: objects of G(ED) are triples (X,U,H) with X in C, U
in D(X) and H in E(X,U) (they are in fact the exact same objects of G(E));
while an arrow (y, a, k′) : (Y, V,K) → (X,U,H) of G(ED) is the given of an
arrow y : Y → X in C, an arrow a : V → D(y)(U) in D(Y ) and an arrow
k′ : K → E(1, a)E(y, 1)(H) of E(Y, V ). It is now obvious that by composing
k′ with the canonical isomorphism E(1, a)E(y, 1)(H) ' E(y, a)(H) we can
go from an arrow (y, a, k′) : (Y, V,K) → (X,U,H) of G(ED) to an arrow
(y, a, k) : (Y, V,K) → (X,U,H) of G(E) and viceversa. The fact that this
provides an equivalence (actually, an isomorphism) of the categories G(ED)
and G(E), which is also compatible with the respective fibration functors to
C, is a matter of straightforward computations.
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2.6 Stacks

Consider a site (C, J) and a presheaf P : Cop → Set: we recall that P is
called a J-separated presheaf (resp. J-sheaf) if for every object X of C and
every J-covering sieve mS : S �よ(X), the map

[Cop,Set](よ(X), P )
−◦mS−−−−→ [Cop,Set](S, P )

is injective (resp. a bijection). The extension of this definition to the fibra-
tional context is immediate:
Definition 2.6.1. Consider a site (C, J) and a fibration p : D → C: then
p is a J-prestack (resp. J-stack) if for every J-sieve mS : S � よ(X) the
functor

FibC(C/X,D)
−◦

∫
mS

↪−−−−→ FibC(
∫
S,D)

is full and faithful (resp. an equivalence).
The notion of stack is a precise expansion of that of sheaf, as established

by the next result:
Proposition 2.6.1 [38, Proposition 4.9]. Consider a site (C, J) and a presheaf
P : Cop → Set: then P is J-separated (resp. J-sheaf) if and only if the fi-
bration

∫
P → C is a J-prestack (resp. J-stack).

Remark 2.6.1. Discrete fibrations corresponding to J-sheaves, i.e. discrete
J-stacks, are called J-gluing fibrations in [9, Definition 4.65].

As is custom, separated presheaves and sheaves are often defined in terms
of matching families and amalgamations, a definition which is usually more
‘operatively’ useful. The same can be done for (pre)stacks, if we restrict
to cloven fibrations and translate the definition above into the C-indexed
language: given a site (C, J) and a C-indexed category D : Cop → CAT,
then D is a J-prestack (resp. J-stack) if and only if for every sieve mS :
S �よ(X) the functor

IndC(よ(X),D)
−◦mS−−−−→ IndC(S,D)

is full and faithful (resp. an equivalence), where both よ(X) and S are
interpreted as discrete C-indexed categories. This definition can be unwinded
by expliciting what a pseudonatural transformation α : S ⇒ D is. It consists
of an object Uy ∈ D(Y ) for every y ∈ S(Y ), and of a family of isomorphisms
αy,z : D(z)(Uy) ' Uyz of D(Z) for every y ∈ S(Y ) and every z : Z → Y , such
that the following identities hold for any w : W → Z, z : Z → Y , y ∈ S(Y )
in C:

αy,1Y = ϕD
Y (Uy)

−1 : D(1Y )(Uy)→ Uy

αy,zw ◦ ϕD
z,w(Uy) = αyz,w ◦ D(w)(αy,z) : D(w)D(z)(Uy)→ Uyzw
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Such a collection α = (Uy, αy,z)y∈S is called a descent datum for D and
S. We can see this as the equivalent of a matching family, but with some
further ‘elasticity’ due to the fact that we are considering pseudonatural
trasformations: for each y in S we have an object Uy in D(domy), and these
objects are mutually compatible up to canonical isomorphisms.

The definition of a morphism in the category of descent data, i.e. an arrow
ξ : (Uy, αy,z)y∈S → (Vy, βy,z)y∈S , can be retrieved analogously by expliciting
the definition of a modification ξ : α V β: it is the given of an arrow
ξy : Uy → Vy for each y ∈ S(Y ), subject to the condition βy,z ◦ D(Z)(ξy) =
ξyz ◦ αy,z. We can therefore consider the category of descent data for D and
S, which we will denote by D(S).

Now, recall that by the fibred Yoneda lemma for Grothendieck fibrations,
there is a pseudonatural equivalence IndC(よ(X),D) ' D(X): then the
functor (− ◦mS) can be expressed as a functor LS : D(X) → D(S) acting
on objects as follows:

U ∈ D(X) 7→ (D(y)(X), ϕD
y,z(U))y∈S .

A descent datum (Uy, αy,z)y∈S is said to be effective if it lies in the
essential image of LS , i.e. there are U in D(X) and an isomorphism of descent
data (D(y)(U), ϕD

y,z(U))S ' (Uy, αy,z)S : we may think the object U as the
generalized version of an amalgamation for a matching family. We end up
with the following definition of (pre)stack:
Definition 2.6.2. Consider a site (C, J) and a C-indexed category D : Cop →
CAT: D is called a J-prestack (resp. J-stack) if for every J-sieve S �よ(X)
the functor

LS : D(X)→ D(S)

is full and faithful (resp. an equivalence). More explicitly, D is a stack if and
only if for every sieve S of J all descent data for D and S are effective.

Stacks over a site (C, J) form a 2-full and faithful subcategory of IndC ,
which we will denote by St(C, J). In particular, we shall denote the category
of stacks on a topos E , with respect to the canonical topology on it, by
St(E ).2

In short, for a stack compatible local data along the arrows of a covering
sieve S can be glued together into a global datum in the fibre over the
codomain of said sieve, in a similar way to sheaves. We remark that if
the category C has pullbacks, the notion of descent data admits a more
manageable definition using J-covering families: it can be found for instance
in [38, § 4.1.2].

A further similarity between stacks and sheaves is the fact that, simi-
larly to the sheafification process for presheaves, there exists a stackification
process for fibrations:

2These 2-categories of stacks are Grothendieck 2-toposes in the sense of [37].
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Theorem 2.6.2. Consider a site (C, J). There exists a 2-functor

sJ : FibC → St(C, J),

called stackification (or associated stack functor), which is left adjoint to
the inclusion iJ : St(C, J)→ FibC.

Proof. See Chapter II, Section 2 of [14].

We will now show that another well known result about Grothendieck
fibrations that still holds for Street fibrations. We recall that for p : D → C
a Grothendieck fibration, and for any X in C and any pair of objects A, B
in D(X), there is a presheaf Hom(A,B) : (C/X)op → Set defined, for an
object [y : Y → X] of C/X, as Hom(A,B)([y]) := D(Y ) (D(y)(A),D(y)(B)).
Then the following result holds:
Proposition 2.6.3. Consider a site (C, J): a Grothendieck fibration p :
D → C is a prestack if and only if for every X in C and A and B in D(X)
the presheaf Hom(A,B) : (C/X)op → Set is a JX-sheaf.

The definition of Hom-presheaf extends to Street fibrations in the follow-
ing form:
Definition 2.6.3. Consider a cloven fibration p : D → C and two objects
(A,α : X

∼−→ p(A)) and (B, β : X
∼−→ p(B)) of D(X): we defined the Hom-

presheaf
Hom((A,α), (B, β)) : (C/X)op → Set

as follows:

• for any [y : Y → X] in C/X,

Hom((A,α), (B, β))([y]) := D(Y ) (D(y)(A,α),D(y)(B, β)))

more explicitly, elements of Hom((A,α), (B, β))([y]) can be seen as
arrows γ : dom(α̂yA)→ dom(β̂yB) such that p(γ)θαy,A = θβy,B;

• for z : [yz] → [y] and γ ∈ Hom((A,α), (B, β))([y]), we define the ar-
row Hom((A,α), (B, β))(z)(γ) as the composite χ−1

βy,z,BD(z)(γ)χαy,z,A;
explicitely, it is the unique arrow γ′ : dom(α̂yzA)→ dom(β̂yzB) satis-
fying the identities

β̂yBγλαy,z,A = β̂yzBγ
′

p(γ′) = θβyz,Bθ
−1
αyz,A

Remark 2.6.2. Consider Hom((A,α), (B, β)) : (C/X)op → Set and a JX -
sieve S over [y : Y → X] in C/X: let us explicit what a matching family ad
an amalgamation are in this case.

A matching family for Hom((A,α), (B, β)) and S is the given for every
f ∈ S of an arrow γf : dom(α̂yfA) → dom(β̂yfB) of D such that p(γf ) =

34



θβyf,Bθ
−1
αyf,A, with the condition that whenever g is precomposable to f then

γfg = Hom((A,α), (B, β))(g)(γf ), i.e. γfg : dom(α̂yfgA) → dom(β̂yfgB) is
the unique arrow such that β̂yfBγfλαy,fg,A = β̂yfgBγfg.

An amalgamation for this matching family is an arrow γ : dom(α̂yA)→
dom(β̂yB) such that p(γ) = θβy,Bθ

−1
αy,A and that for every f in S the arrow

γf is the unique arrow such that β̂yBγλαy,f,A = β̂yfBγf .
We now provide two technical lemmas about matching families for Hom-

functors.
Lemma 2.6.4. Consider a site (C, J), an arrow y : Y → X of C and a
sieve S ∈ J(Y ). Denote by S[1Y ] (resp. S[y]) the JY -sieve over [1Y ] (resp.
JX-sieve over [y]) whose arrows are those of S: then lan(

∫
y)op(S[1Y ]) ' S[y]

naturally.

Proof. Consider a presheaf H : (C/X)op → Set: an arrow α : S[y] → H
in [(C/X)op,Set] is a matching family for H and S[y], i.e. the given for
the arrows z : [yz] → [y] in S[y] of compatible elements xz ∈ H([yz]). It
is immediate to see this is the same as a matching family for S[1Y ] and
H ◦ (

∫
y)op, providing a natural bijection

[(C/X)op,Set](S[y], H) ' [(C/Y )op,Set](S[1Y ], H ◦ (
∫
y)op)

which implies S[y] ' lan(
∫
y)op(S[1Y ]).

From this it follows that all matching families of the Hom-functors can
be interpreted, if we allow a change of slice category, as matching families
over the terminal object of the slice:
Corollary 2.6.5. Consider a site (C, J), a fibration D → C, a J-sieve S
over Y and two objects (A,α) and (B, β) of D(X): a matching family for
Hom((A,α), (B, β)) and S, seen as a JX-sieve over [y] in C/X, is the same as
a matching family for Hom(D(y)(A,α),D(y)(B, β)) and the sieve S seen as
a JY -sieve over [1Y ] in C/Y . The same holds for amalgamations of matching
families.

Proof. A rapid computation shows that Hom(D(y)(A,α),D(y)(B, β)) is iso-
morphic to Hom((A,α), (B, β))◦(

∫
y)op: the claim then follows from previous

lemma.

The second technical lemma relates matching families for Hom-functors
with 2-cells of fibrations:
Lemma 2.6.6. Consider a site (C, J), a fibration p : D → C, a J-sieve
R over X and two objects (A,α) and (B, β) of D(X): a matching family
for Hom((A,α), (B, β)) and R, seen as a JX-sieve over [1X ] in C/X, is the
same thing as a 2-cell of fibrations Ψ(A,α) ◦ mR ⇒ Ψ(B, β) ◦ mR, where
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mR :
∫
R ↪→ C/X is the canonical inclusion functor. Analogously, an amal-

gamation for a matching family as above corresponds to a 2-cell of fibrations
Ψ(A,α)⇒ Ψ(B, β), i.e. to a morphism (A,α)→ (B, β).

Proof. Remember that Ψ(A,α)◦mR :
∫
R→ D operates as follows: every [y]

object of
∫
R, i.e. every arrow y in R, is sent to dom(α̂yA), and every mor-

phism z : [yz]→ [y] to λαy,z,A : dom(α̂yzA)→ dom(α̂yA). It is now immedi-
ate to see that the components of a matching family for Hom((A,α), (B, β)),
being arrows γy : dom(α̂yA) → dom(β̂yB), provide exactly the components
for a 2-cell of fibrations Ψ(A,α) ◦mR ⇒ Ψ(B, β) ◦mR, and viceversa.

We are now ready to prove the following:
Proposition 2.6.7. Consider a site (C, J) and a cloven fibration p : D → C:
then p is a J-prestack if and only if if for every X in C and every (A,α),
(B, β) in D(X) the presheaf Hom((A,α), (B, β)) : (C/X)op → Set is a JX-
sheaf.

Proof. The proof is a generalization of the usual argument for Grothendieck
fibrations. In the following we will use the notations (F,ϕ) := Ψ(A,α) and
(G, γ) = Ψ(B, β).

First of all, by the previous lemma we may reduce to consider matching
families over the terminal [1X ] of C/X. So suppose D is a prestack and
consider a J-covering sieve R over X and a matching family for R over [1X ]
and Hom((A,α), (B, β)): by the previous lemma, it corresponds to a 2-cell
α : (F|R, ϕ|R) ⇒ (G|R, γ|R) in FibC(

∫
R,D). If D is a prestack the functor

D(X) ' FibC(C/X,D) → FibC(
∫
R,D) is full and faithful, therefore α is

the image of a unique ᾱ : (A,α) → (B, β): this in turn corresponds to an
amalgamation for the original matching family and hence the Hom-presheaf
we were considering is a JX -sheaf.

If conversely all Hom-presheaves are sheaves, start by considering (F,ϕ)
and (G, γ) as above and a 2-cell α : (F|R, ϕ|R) ⇒ (G|R, γ|R). The 2-cell α
corresponds to a matching family for R over [1X ] and Hom((A,α), (B, β)),
by the previous lemma, and that has a unique amalgamation. Such an
amalgamation corresponds to a unique 2-cell ᾱ : (F,ϕ) ⇒ (G, γ) extending
the original α, and hence FibC(C/X,D)→ FibC(

∫
R,D) is fully faithful.

It is fundamental to remark that every site is canonically associated with
its stack, as follows:
Definition 2.6.4. Consider a site (C, J): the canonical fibration over (C, J)
is the fibration associated to the 2-functor S(C,J) : Cop → CAT such that[

Y
y−→ X

] S(C,J)7−−−−→
[
Sh(C, J)/`J(X)

`J (y)∗−−−−→ Sh(C, J)/`J(Y )

]
.
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Using the content of Section 2.10 and in particular Proposition 2.10.7 we can
define S(C,J) in terms of the functors

∫
y : C/Y → C/X as

[
Y

y−→ X
] S(C,J)7−−−−→

[
Sh(C/X, JX)

C∗∫
y−−→ Sh(C/Y, JY )

]
Notice in particular that C∗∫

y
acts as − ◦ (

∫
y)op by Proposition 2.11.2.

Remark 2.6.3. Notice that, since there is a canonical choice of pullbacks
in Sh(C, J), the canonical fibration over (C, J) is always cloven.

We can use both definitions of the 2-functor S(C,J) in order to describe its
fibration. Using the first definition of S(C,J), it is immediate to see that the
fibration G(S(C,J)) → C is the comma category (1Sh(C,J) ↓`J) → C: objects
are arrows h : H → `J(X) of Sh(C, J), and arrows (k : K → `J(Y )) →
(h : H → `J(X)) are pairs (g, y) where g : K → H, y : Y → X and
`J(y)k = hg. In particular, (g, y) is cartesian if the square formed with h
and k is a pullback square in Sh(C, J).

Using instead the second description, we see that objects of G(S(C,J))
are couples (X,P : C/Xop → Set), where X is an object of C and P is
a JX -sheaf. Arrows of G(S(C,J)) are pairs (y, α) : (Y,Q) → (X,P ), where
y : Y → X in C and α : Q ⇒ P ◦ (

∫
y)op. In particular, a cartesian arrow

of G(S(C,J)) is of the form (y, α) : (Y,Q) → (X,P ) with α an isomorphism.
In the following we will denote by S(C,J) indifferently the fibration and the
C-indexed category.
Remark 2.6.4. Using the well known equivalence E ' Sh(E , Jcan

E ), one can
immediately see that the canonical fibration over (E , Jcan

E ) coincides with the
fibration cod : Mor(E )→ E in Example 2.1.1(iv).

The following result will be fundamental later:
Theorem 2.6.8. Consider a site (C, J): the canonical fibration S(C,J) is a
J-stack, called the canonical stack of (C, J).

This is a well known result, which appears for instance as Proposition
3.4.4 in [14]. It can be proved explicitely using descent data: in literature
this is most commonly done in the simplifying hypothesis that the site has
finite limits (see for instance Example 4.11 of [38]). We will provide two
alternative proofs of this result: one appears as Corollary 3.4.4, and sees
S(C,J) as the image along a direct image functor of the canonical stack over
Sh(C, J) (which we must suppose to be a stack); the other proof will rely
instead on the fundamental adjunction, and appears as Corollary 5.4.2.

2.7 The truncation functor

Let us now consider in more depth the relationship between sheaves and
stacks: it is provided by an adjunction which has multiple interpretations,
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both at the level of categories and of toposes. Since we will be comparing
stacks with sheaves over a site, in the present section we will consider small
stacks, i.e. those take values in Cat instead of CAT. We shall denote the
2-category of small stacks over a site (C, J) by Sts(C, J).

We have already mentioned in Proposition 2.6.1 that a presheaf over C
is a J-sheaf if and only if, when seen as a discrete C-indexed category, it is
in fact a J-stack: this provides us with a functor

jJ : Sh(C, J)→ Sts(C, J),

which acts by seeing every J-sheaf as a discrete J-stack. In fact, if we
consider the (2-)adjunction

Set Cat

Disc

a
π0

,

where Disc maps each set to the corresponding discrete category while π0

sends a category to its set of connected components, then jJ acts by map-
ping a J-sheaf P : Cop → Set to the composite Disc ◦ P . By standard
consederations about adjunctions and functor categories (cf. for instance
Lemma 4.2.3), we can conclude that jJ := (Disc ◦−) also has a left adjoint,
and that it induces an adjunction at the level of sheaves and stacks:
Proposition 2.7.1. Consider a site (C, J): there is an adjunction

Sh(C, J) Sts(C, J)

jJ

a

tJ

,

where jJ includes J-sheaves over C as discrete stacks in Sts(C, J), while the
J-truncation functor tJ maps each small J-stack D : Cop → Cat to the J-
sheaf aJ(π0◦D), where π0 : Cat→ Set is the connected components functor.
In other words, the J-truncation of a stack is computed first by considering
its presheaf of connected components, and the by sheafifying it with respect
to J .

In particular, when J is the trivial topology over C, we shall denote the
truncation-inclusion adjunction simply by tC a jC.

Proof. As we mentioned above, the functor jC := (Disc◦−) has a left adjoint
tC := (π0 ◦ −). Now consider the commutative diagram

Sts(C, J) IndC

Sh(C, J) [Cop,Set]
ιJ

aJa

jCtC a
iJ

sJa

jJtJ a :
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The identity jC◦ιJ = iJ◦jJ is obvious, and thus by standard arguments about
adjoints (for instance by applying Lemma 3.5.1) one immediately concludes
that the composite aJ ◦ tC ◦ iJ provides the dashed left adjoint to jJ .

When multiple topologies are involved, truncation functors act naturally
with respect to sheafification and stackification:
Lemma 2.7.2. Consider a site (C, J), a further topology K ⊇ J and the
diagram

Sts(C,K) Sts(C, J)

Sh(C,K) Sh(C, J)
ιK

aJa

jJtJ a
iK

sKa

jKtK a .

Then the following hold:

jJ ◦ ιK = iK ◦ jK ,
aJ ◦ tJ ∼= tK ◦ sK ,

aK ∼= tK ◦ sK ◦ jJ .

Proof. The first identity is obvious; since the composites in the second iso-
morphism are the left adjoints of those in the first equality, the second iso-
morphism must also hold; finally, the third isomorphism follows from the
second one and the fact that tJ ◦ jJ ∼= idSh(C,J).

As we already mentioned at the beginning of the section, the truncation
functor can be described in other ways. We will briefly show that from
the point of view of toposes the truncation of stacks can be built from our
fundamental adjunction (see Chapter 5); on the other hand, at the level of
sites it can be interpreted using the tools of [9, Section 4.7].

Let us begin by the topos-theoretic point of view: we shall need the
adjunction of Corollary 5.3.10,

St(C, J) EssToposco/Sh(C, J)

Λ′

a

Γ′

,

where in particular Γ′ maps an essential Sh(C, J)-topos E to the J-stack

EssToposco/Sh(C, J)(Sh(C/−, J(−)),E ) : Cop → CAT,

while Λ′ maps a J-stack D : Cop → CAT to Giraud’s topos GirJ(D) →
Sh(C, J) for D (see Definition 2.11.1). This adjunction can be restricted to
small stacks and relatively small toposes (see Definition 6.1.1).
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Consider now the (2-)adjunction

Sh(C, J) EssToposco/Sh(C, J)

Sh(C,J)/−

a

L

:

the right adjoint Sh(C, J)/− maps a J-sheaf P to the local homeomorphism
Sh(C, J)/P → Sh(C, J) (see Definition 6.1.2), and it is full and faithful by
Lemma 6.1.2; on the other hand, the left adjoint L maps a topos E : E →
Sh(C, J) to the image E!(1E ) of the terminal object via the essential image.
The fact that the two form an adjunction follows immediately from Lemma
4.59 of [9].
Remark 2.7.1. Alternatively, we could derive this adjunction from the dis-
crete adjunction of Proposition 6.1.3, by restricting it to J-sheaves and es-
sential Sh(C, J)-toposes.

By composing the two adjunctions, we can recover jJ and tJ :
Proposition 2.7.3. Consider the adjunction

Sh(C, J) Sts(C, J)

Γ′◦Sh(C,J)/−

a

L◦Λ′

:

then Γ′ ◦ Sh(C, J)/− ∼= jJ and L ◦ Λ′ ∼= tJ . In particular, the truncation of
a stack D may be defined as either of the two J-sheaves

tJ(D) ' (CpD)!(1GirJ (D))

' colim(X,U)∈G(D) `J(X).

Proof. It is sufficient to notice that for a J-sheaf P the following chain of
equivalences holds:

(Γ′ ◦Sh(C, J)/−)(P ) := Γ′(Sh(C, J)/P )

= EssToposco/Sh(C, J)(GirJ(C/−),Sh(C, J)/P )

' EssToposco/Sh(C, J)(Sh(C, J)/`J(−),Sh(C, J)/P )

' Sh(C, J)(`J(−), P )

' P.

The third line is justified since for each X there is a natural equivalence
GirJ(C/−) ' Sh(C, J)/`J(−), by Proposition 2.10.7; the fourth line holds
by Lemma 6.1.2 and the final by Yoneda’s lemma. Therefore, the right
adjoint Γ′ ◦ Sh(C, J)/− acts as the inclusion jJ : Sh(C, J) ↪→ St(C, J),
meaning that the composite L ◦ Λ′ is isomorphic to the truncation functor
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tJ : by spelling out explicitly the composite L◦Λ′ we get the first description
of tJ(D) in the claim. The second expression is obtained by seeing the
terminal 1GirJ (D) as the colimit of all the representables in GirJ(D), and
exploiting the commutativity of (CpD)! with colimits and the equivalence
(CpD)! ◦ `JD ∼= `J ◦ pD we have that

tJ(D) ' (CpD)!

(
colim(X,U)∈G(D) `JD(X,U)

)
' colim(X,U)∈G(D) ((CpD)!`JD(X,U))

' colim(X,U)∈G(D) `J(X).

Let us recall from [9, Propositions 4.62] that an essential geometric mor-
phism f : E → F always admits a factorization into a terminally connected
geometric morphism f ′ followed by a local homeomorphism (see Definition
6.1.2): in particular, the local homeomorphism is given by the object f!(1E )
of F , so that f is isomorphic to the composite

E
f ′−→ F/f!(1E )

∏
f!(1E )−−−−−→ F .

Now, consider in particular a J-stack D : Cop → Cat: when shall show
later in Section 2.10 that if G(D) is endowed with Giraud’s topology JD,
then the fibration pD : G(D)→ C becomes a continuous comorphism of sites
pD : (G(D), JD) → (C, J) and it induces the canonical essential geometric
morphism

GirJ(D)
CpD−−→ Sh(C, J).

from Giraud’s topos for D. If we apply the (terminally connected, local
homeomorphism)-factorization to CpD , we have that the object of Sh(C, J)
providing the local homeomorphism factor is (CpD)!(1GirJ (D)), i.e. the J-
truncation of D by our last result. Thus the truncation of stacks is inti-
mately connected with one of the many factorization systems for geometric
morphisms.

This is not all, since the (terminally connected, local homeomorphism)-
factorization can actually be presented at the level of sites (cfr. [9, Proposi-
tion 4.70(ii)]) using the J-comprehensive factorization of functors: this will
provide a further way of interpreting the truncation of a stack, directly at
the level of fibrations.
Definition 2.7.1 [9, Definition 4.67]. Consider a site (C, J). Every functor
p : D → C admits a J-comprehensive (orthogonal) factorization

D C

∫
pJ

p

p̄ π ,
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where

- pJ is the J-sheaf colim(`J ◦ p) and π its associated discrete J-stack;

- p̄ is a Mπ
J -cofinal functor (cfr. [9, Definition 2.23]), where Mπ

J is Gi-
raud’s topology for pJ (see Definition 2.11.1).

This factorization is the unique (up to equivalence) factorization of p into a
cofinal functor followed by a discrete J-stack. Moreover, if p is a continuous
comorphism of sites, at the level of toposes its J-comprehensive factorization
induces the (terminally connected, local homeomorphism)-factorization of
Cp.

Now, consider a J-stack D : Cop → Cat: if we consider the functor
pD : G(D)→ C, the J-sheaf pJ appearing in its J-comprehensive factorization
is coincides with (CpD)!(1GirJ (D)), i.e. the J-truncation of D. Therefore, we
may conclude the following:
Corollary 2.7.4. From a fibrational point of view, the J-truncation functor

tJ : Sts(C, J)→ Sh(C, J)

acts by mapping a J-stack p : D → C to the second component π in its
J-comprehensive factorization

D (C, J)

(
∫

(pD)J ,M
π
J )

pD

pD π
.

2.8 Localizations of fibrations

The present section is dedicated to analysing the relationship between fibra-
tions and localizations. We will see in the next section that localizations are
a fundamental tool to compute pseudocolimits of categories.

We begin by proving that the category of fibrations is closed under lo-
calization with respect to vertical arrows:
Proposition 2.8.1. Let p : D → C be a fibration, W a class of arrows of D
and jW the canonical functor D → D[W−1]. Then the following conditions
are equivalent:

(i) There is a fibration pW : D[W−1] → C such that jW is a morphism of
fibrations p→ pW :

D D[W−1]

C

p
pW

jW
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(ii) Every arrow in W is vertical with respect to p and, denoting by pW the
unique functor (determined by the universal property of the localization)
D[W−1] → C such that pW ◦ jW = p, jW sends arrows which are
cartesian with respect to p to arrows which are cartesian with respect
to pW .

Proof. (i)⇒ (ii) Let f be an arrow in W ; then jW (f) is an isomorphism by
definition of the localization jW , so pW (jW (f)) is also an isomorphism by
functoriality; but pW (jW (f)) = p(f), so p(f) is an isomorphism, that is, f is
vertical. The fact that jW sends cartesian arrows to cartesian arrow follows
from the fact that jW is a morphism of fibrations.

(ii)⇒ (i) Since every arrow in W is vertical with respect to p, we have
a functor D[W−1] → C such that pW ◦ jW = p. It remains to show that
this functor is a fibration. But this follows immediately from the fact that p
is a fibration by using the fact that jW sends cartesian arrows to cartesian
arrows. Indeed, the functor jW is essentially surjective by the construction
of D[W−1], and given an arrow c→ pW (jW (d)) = p(d) in C and a cartesian
lift g : d′ → d of it with respect to p, the arrow jW (g) is clearly a cartesian
lift of it with respect to pW , by the equality pW ◦ jW = p.

In particular, when working with a pseudofunctor D : Cop → Cat and its
fibration G(D), the request that G(D) is localized with respect to a familyW
of vertical arrows can be understood as a localization which already takes
place at the level of fibres. In this case, one can then verify that computing
the fibration G(D) and then localizing with respect to W is the same as per-
forming a fibrewise localization of D and then moving to the corresponding
fibration:
Lemma 2.8.2. Consider a pseudofunctor D : Cop → Cat and suppose given
for each category X in C a class of arrows SX of D(X) such that each tran-
sition morphism D(y) : D(X) → D(Y ) restricts to a transition morphism
D(X)[S−1

X ] → D(X)[S−1
Y ]. Denote by D̄ : Cop → Cat the pseudofunctor ob-

tained by the pointwise localization of D: then G(D̄) is a localization of G(D)
with respect to all arrows (y, a) : (Y, V ) → (X,U) such that y is invertible
and a belongs to SY .

Proof. We set the notations as in the following diagram (where as usual
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y : Y → X in C):

D(X) D(Y )

G(D) H

D̄(X) D̄(Y )

G(D̄)

D(y)

iX iY

qX qY

D̄(y)

ı̄X ı̄Y

ı̄y

h

q

h̄

iy

.

First of all, we know by Proposition 2.9.5 that colimlax(D) ' G(D), with
iX and iy the components of its colimit cocone. Notice that by hypothesis
all the squares such as that in the background of the diagram commute
up to isomorphism, and thus there exists an essentially unique functor q
simply by the universal property of colimits. Our aim is to show that q is
in fact the localization of G(D) with respect to the class of arrows (y, a) :
(Y, V ) → (X,U) such that y is invertible and a ∈ SY . Notice that it is
actually enough to show that q localizes with respect to all vertical arrows
(1, a) : (X,U) → (X,U ′) with a ∈ SX for some X. To show this, consider
a functor h : G(D) → H such that every arrow (1, a) : (X,U) → (X,U ′)
with a ∈ SX is inverted: this means that the composite functor hiX factors
through D̄(X). If h inverts the vertical arrows in iX(SX) for each X in C, we
can therefore build a lax cocone under the diagram D̄, and thus an essentially
unique functor h̄ : G(D̄) → H which factors h. This entails that q presents
G(D̄) as the localization of G(D) we desired.

Localizations are conveniently calculated when the classW of morphisms
to be inverted admits a calculus of fractions. The following proposition shows
that if W admits a right calculus of fractions then pW is automatically a
fibration and jW a morphisms of fibrations from p to pW :
Proposition 2.8.3. Let p : D → C be a fibration and W a class of vertical
arrows of D admitting a right calculus of fractions. Then pW is a fibration
and jW yields a morphism of fibrations from p to pW .

Proof. By Proposition 2.8.1, we only have to show that the canonical functor
jW : D → D[W−1] sends p-cartesian arrows to pW -cartesian arrows.

Let f : A → B be a p-cartesian arrow in D. We want to show that
jW (f) : jW (A) → jW (B) is pW -cartesian. For this, we suppose that g :
pW (jW (C)) → pW (jW (A)) is an arrow in C and h : jW (C) → jW (B) is an
arrow in D[W−1] such that p(f)◦g = pW (h). We want to show the existence
and uniqueness of an arrow r : jW (C) → jW (A) such that g = pW (r) and
jW (f) ◦ r = h. Let us start with the existence proof.
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Let us represent h as jW (h′) ◦ jW (v)−1, where h′ is an arrow C ′ → B in
D and v is an arrow C ′ → C in W . Since p(f) ◦ g = pW (h), composing both
sides with p(v) we get p(f)◦(g◦p(v)) = p(h′), whence, since f is p-cartesian,
there is an arrow (in fact, a unique one) k : C ′ → A in D such that f ◦k = h′

and g ◦ p(v) = p(k):

C ′ p(C ′)

p(C)

A B p(A) p(B)
p(f)

g pW (h)

p(v)

g◦p(v)=p(k)

p(h′)

k

f

h′

Therefore the arrow jW (k) ◦ (jW (v))−1 satisfies the desired property.
It now remains to prove uniqueness. We shall do so by showing that

any arrow r : jW (C) → jW (A) such that g = pW (r) and jW (f) ◦ r = h
is necessarily equal to jW (k) ◦ (jW (v))−1 in D[W−1]. Let us represent r as
jW (r′)◦jW (v′)−1, where r′ is an arrow C ′′ → A in D and v is an arrow C ′′ →
C inW . The equality jW (f)◦r = h inD[W−1] implies, by the construction of
the localization at a class admitting a right calculus of fractions, that we can
find arrows u : C ′′′ → C in D and z : C ′′′ → C ′ such that v′ ◦ u = v ◦ z ∈W
and the following diagram commutes:

C ′′′ C ′′

C ′ C

B

u

v′

v

z

h′

f◦r′

That is, f ◦ r′ ◦ u = h′ ◦ z. Now, consider the arrows r′ ◦ u and k ◦ z. We
have

p(r′ ◦ u) = pW (jW (r′) ◦ jW (u)) = pW (r ◦ jW (v′) ◦ jW (u))

= pW (r ◦ jW (v) ◦ jW (z)) = pW (r) ◦ pW (jW (v)) ◦ pW (jW (z))

= g ◦ p(v) ◦ p(z) = p(k) ◦ p(z) = p(k ◦ z).

Also, as remarked above, f ◦ (r′ ◦ u) = h′ ◦ z = f ◦ k ◦ z. Therefore, as f is
p-cartesian, we can conclude that r′ ◦ u = k ◦ z. This in turn implies that
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r = jW (k) ◦ (jW (v))−1 in D[W−1], since the following diagram commutes:

C ′′′ C ′′

C ′ C

A

u

v′

v

z

k

r′

Remark 2.8.1. Notice that the family W =
⋃
X∈C SX in G(D) satisfies

condition (ii) in Proposition 2.8.1.
The following corollary shows that, under some natural conditions on a

pseudofunctor D and on the classW , the hypotheses of Proposition 2.8.3 are
satisfied. We shall be able to apply this result in our cases of interest.
Corollary 2.8.4. Let D : Cop → Cat be a pseudofunctor satisfying the
equivalent conditions of Lemma 2.4.1 and such that each D(c) has (weak)
equalizers, p the associated fibration G(D) → C and W a class of vertical
arrows in G(D) which contains all the identities and is stable under compo-
sition and pullback along arbitrary arrows of G(D). Then W admits a right
calculus of fractions, whence pW is a fibration and jW yields a morphism of
fibrations from p to pW .

In particular, this condition is satisfied if W is the collection of all the
vertical arrows.

Proof. The right Ore condition follows from the fact that pullbacks of arrows
in W along arbitrary arrows of G(D) exist and yield arrows in W , while the
last condition in the definition of right calculus of fractions holds since all
the fibres of D have equalizers. Indeed, suppose that (f, α) and (g, β) are
two arrows (c, x)→ (c′, x′) in G(D) such that v ◦ (f, α) = v ◦ (g, β) where v
is a vertical arrow with domain (c′, x′); since v is vertical, the above equality
entails the equality f = g. So we have two arrows α, β : x → D(f)(x′) in
the category D(c). By taking e : z� x to be the equalizer of (or simply an
arrows which equalizes) these two arrows in D(c), we have a vertical arrow
(1, e) : (c, z) → (c, x) in G(D) such that (f, α) ◦ (1, e) = (g, β) ◦ (1, e), as
required.

Concerning the last statement of the corollary, given a pseudofunctor
D satisfying the conditions of Lemma 2.4.1, the collection of its vertical
arrows clearly contains all the identities and is closed under composition;
moreover, the lemma ensures that pullbacks of vertical arrows are vertical, so
the collection of vertical arrows satisfies the hypotheses of the corollary.
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Corollary 2.8.5. Let F : C → D be a cartesian functor and p : P → C a
discrete fibration. Then the collection of vertical arrows of (1D ↓ (F ◦p))→ D
admits a right calculus of fractions.

Proof. Since C is cartesian and p is discrete, P has all non-empty limits and p
preserves them (by Corollary 2.4.3): in particular, it has pullbacks. Pullbacks
in P can be used, together with pullbacks in D, to compute pullbacks in
(1D ↓F ◦ p); moreover, in the fibration (1D ↓F ◦ p) pullback of horizontal
(resp. vertical) arrows are horizontal (resp, vertical), and thus it satisfies the
equivalent conditions of Lemma 2.4.1. In a similar way, one can compute
equalizers in (1D ↓F ◦ p), and thus (1D ↓ (F◦p))→ D satisfies the hypotheses
of Corollary 2.8.4.

Remark 2.8.2. Corollary 2.8.5 can be notably applied to obtain a very con-
crete fibrational description of the inverse image of a sheaf along a cartesian
morphism of sites.

2.9 Weak colimits of categories

In the following we will meet many instances of bicategorical colimits, both
when working with base change for stacks and in the context of the funda-
mental adjunction. Therefore, we shall devote the present section to some
technical results about the theory of bicolimits, especially in Cat. For a
thorough tractation of these concept we refer to [20, Chapter 5]; some of the
following results may already have appeared in the literature, and we have
cited them whenever possible: nonetheless a sketch of the explicit proofs is
always provided, both for the sake of self-containment and as a warm-up for
the reader.

2.9.1 Review of lax, pseudo and weighted colimits

Let us start by recalling how colimits are defined in the 2-categorical setting:
Definition 2.9.1. Consider two weak 2-categories C and K, a pseudofunctor
D : Cop → CAT and a pseudofunctor R : C → K: the D-weighted lax colimit
of R is an object L of K such that there a pseudonatural equivalence

K(L,K) ' [Cop,CAT]lax(D,K(R(−),K)).

Similarly, the D-weighted oplax colimit L will satisfy the condition

K(L,K) ' [Cop,CAT]oplax(D,K(R(−),K)).

If we further restrict to pseudonatural transformations, we obtain the notion
of D-weighted pseudocolimit :

K(L,K) ' [Cop,CAT]ps(D,K(R(−),K)).
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We will denote these colimits respectively by colimD
laxR, colimD

oplaxR and
colimD

psR.
Any of these colimits is said to be if the weight is the constant pseudo-

functor ∆1 : Cop → CAT with walue the terminal category 1: in this case
we will omit mentioning the weight altogether. We will use the notations
colimlaxR, colimoplaxR and colimpsR.
Remark 2.9.1. In 2-categorical literature what we have just defined is usu-
ally called bicolimit, while a colimit is an object L producing a natural iso-
morphism of the hom-categories above; since we will not have to draw the
distinction between the two concepts anywhere in the following, we have
dropped the bi- prefix.

The lax/oplax/pseudonatural transformations appearing in the definition
of colimit are called the lax/oplax/pseudonatural cocones with vertex X under
the diagram R. Let us describe explicitly, for instance, the data of a lax
transformation F : D ⇒ K(R−,K) of pseudofunctors from Cop to CAT. It
consists:

(i) for every X in C of a functor FX : D(X) → K(R(X),K): that is, for
every X in C and every U in D(X) we have a 1-cell FX(U) : R(X)→ K
in K, and for every a : U → V in D(X) we have a 2-cell FX(a) :
FX(U)⇒ FX(V ) of K.

(ii) for every arrow y : Y → X in C of a natural transformation Fy as in
the diagram:

D(X) K(R(X),K)

D(Y ) K(R(Y ),K)

FX

D(y) −◦R(y)
Fy

FY

satisfying the same axioms of a pseudonatural transformation (see Def-
inition 2.1.2). Therefore the component of Fy at every U of D(X) is a
2-cell Fy(U) : FX(X) ◦R(y)⇒ FY (D(y)(U)) of K.

We can visualize the cocone F in K as in the following figure, for y : Y → X
in C and a : U → V in D(X):

R(X) R(Y )

K

FX(V ) FX(U)

R(y)

FY (D(y)(U))

FX(a)

Fy(U)

.

As we can see, the arrows of C produce the usual triangles of the cocone,
while the arrows in each D(X) produce a ‘spindle’ underneath R(X). The
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compatibility conditions that said arrows must satisfy, aside from the func-
toriality of FX , are the following:

(i) naturality of Fy: for each a : U → V in D(X) and each y : Y → X,the
two diagrams

R(X) R(Y )

K

FX(U) FX(V )

R(y)

FY (D(y)(V ))

FX(a)

Fy(V )

,

R(X) R(Y )

K

FX(U)

R(y)

FY (D(y)(U))

FY (D(y)(V ))

Fy(U)

FY (D(y)(a))

coincide in K.

(ii) lax transformation axioms: up to canonical 2-isomorphisms, for every
y : Y → X and z : Z → Y in C and every U in D(X) the two diagrams

R(X) R(Y ) R(Z)

K

FX(U)

R(y)

FY (D(y)(U))

R(z)

FZ(D(z)(D(y)(U)))

Fy(U)

Fz(D(y)(U))

and
R(X) R(Z)

K

FX(U)

R(yz)

FZ(D(yz)(U))

Fyz(U)

coincide in K. Moreover, up to canonical 2-isomorphisms, the 2-cell
F1X (U) : FX(U) ◦R(1X)⇒ FX(D(1X)(U)) coincides with the identity
of FX(U).

If we consider an oplax cocone, what changes is the direction of all the nat-
ural trasformations of the kind Fy(U); finally, if we consider pseudonatural
transformations all the Fy(U) are natural isomorphisms. In particular if
the weight were ∆1 : Cop → CAT we would have no ‘spindle’ underneath
each of the R(X), only triangles: this explains why said 2-colimits are called
conical.

Finally, weights and colimits play a symmetric role in colimits:
Proposition 2.9.1. Consider a category C and two pseudofunctors D :
Cop → CAT and E : C → CAT: there are isomorphisms of categories

[Cop,CAT]lax(D,CAT(E(−),K)) ' [C,CAT]oplax(E,CAT(D(−),K))
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[Cop,CAT]oplax(D,CAT(E(−),K)) ' [C,CAT]lax(E,CAT(D(−),K))

[Cop,CAT]ps(D,CAT(E(−),K)) ' [C,CAT]ps(E,CAT(D(−),K))

that are natural in K. This implies in particular the equivalences

colimD
lax E ' colimE

oplaxD, colimD
oplax E ' colimE

laxD, colimD
ps E ' colimE

psD.

Proof. Let us consider the first isomorphism of categories. An object in the
left-hand category is a lax natural transformation F : D⇒ CAT(E(−),K),
i.e. the given, for every X in C, of a functor FX : D(X) → CAT(E(X),K),
and for every arrow y : Y → X of a natural transformation

D(X) CAT(E(X),K)

D(Y ) CAT(E(Y ),K)

D(y)

FX

−◦E(y)
Fy

FY

satisfying suitable compatibility conditions.
Consider now any object M in E(X): if we set the rule RX(M)(−) :=

FX(−)(M), where the blank space stands either for an object or an arrow
of D(X), then this defines a functor RX(M) : D(X) → K. One can also
check functoriality in M so that we have obtained a functor RX : E(X) →
CAT(D(X),K): indeed, one can easily check that RX is a functor is and only
if FX is a functor. We can now consider for y : Y → X in C the components of
Fy, i.e. the natural transformations Fy(U) : FX(U) ◦ E(y) ⇒ FY (D(y)(U)):
if we fix M in E(Y ), we obtain arrows Fy(U)(M) : FX(U)(E(y)(M)) →
FY (D(y)(U))(M) in the category K. Using our definition of the functors RX ,
notice that Fy(U)(M) is an arrow RX(E(y)(M))(U) → RY (M)(D(y)(U)):
settingRy(M)(U) := Fy(U)(M) we obtain a natural transformationRy(M) :
RX(E(y)(M))⇒ RY (M)◦D(y), and all the natural transformations Ry(M)
in turn provide the components on one natural transformation

E(X) CAT(D(X),K)

E(Y ) CAT(D(Y ),K)

RX

Ry
E(y)

RY

−◦D(y) .

Indeed, one can check that Ry is a natural transformation if and only if Fy
is a natural transformation. Finally, one can also check that Fy satisfies the
axioms of a lax natural transformation if and only if Ry satisfies those of an
oplax natural transformation. A similar correspondence can be established
between modifications, and this proves the first isomorphism of categories.
The second and third isomorphism of categories are proved in the exact same
fashion.

Finally, the three equivalences between colimits are a straightforward
consequence of the former three equivalences of hom-categories.
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Remarks 2.9.2. (i) This result appears in the enriched setting as For-
mula 3.9 of [23, Section 3.1]. More precisely, it is shown loc. cit. that
both colimR D and colimDR (in their strict- Cat-enriched meaning)
can be computed as the coend of the functor R · D : C × Cop → Cat
acting as (R · D)(X,Y ) := R(X) × D(Y ): thus the commutativity of
the product in Cat, which allows us to switch R and D, is the abstract
reason behind the commutativity of weights and diagrams in colimits.

(ii) Given a small category C and a functor A : C → Set, there is a functor

−⊗C A : [Cop,Set]→ Set

acting as left Kan extension of A along よC , i.e. the left adjoint to the
functor

RA(−) := Set(A(=),−) : Set→ [Cop,Set]

defined by RA(S) := Set(A(−), S). Then for any presheaf P : Cop →
Set there is an isomorphism

P ⊗C A ∼= A⊗Cop P

of sets (cf. Section 5.1.4 of [8]). The commutativity of weights and
diagrams is thus a generalization of the commutativity of the tensor of
functors: indeed, if we introduce the notation

−⊗C E := colim(−)
ps E : [Cop,CAT]ps → CAT

for the left adjoint of the 2-functor

CAT(E(=),−) : CAT→ [Cop,Set]ps,

we have precisely that

D⊗C E ' E⊗Cop D.

2.9.2 The conification of op-/lax colimits

Let us now analyse how weighted colimits can be ‘conified’, i.e. they can be
interpreted as conical colimits: we will see in later sections that this provides
an effective method of computing colimits in Cat, for there is an easy way
of computing lax conical colimits via the Grothendieck construction.

The idea behind conification is rather simple. Take a D-weighted lax
cocone under a diagram R : C → Cat: then we can open up the spindles
under each node R(X) into triangles, to obtain a conical cocone,

R(X) R(Y )

K

FX(V ) FX(U)

R(y)

FY (D(y)(U))

FX(a)

Fy(U)

 

R(X) R(X) R(Y )

K

FX(V )
FX(U)

R(y)

FY (D(y)(U))

FX(a)
Fy(U)

.
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Notice that our ‘conified’ cocone is no longer under the diagram R, since
the nodes are indexed by the pairs (X,U) where U belongs to D(X): it will
instead be a cocone under a diagram over the category G(D). By making
this process precise, we end up with the following two results:
Proposition 2.9.2. Consider two C-indexed categories D, E : Cop → CAT;
in particular, by EV we shall denote the C-indexed category operating as
X 7→ E(X)op (see Definition 2.1.4), and by pD : G(D)→ C the Grothendieck
fibration associated to D. Then

[Cop,CAT]oplax(D,E) ∼= [G(D)op,CAT]oplax(∆1,E ◦ pop
D ),

[Cop,CAT]lax(D,E) ∼= [G(DV)op,CAT]lax(∆1,E ◦ pop
DV).

If moreover D is discrete, i.e. it is in fact a presheaf P : Cop → Set, then
the equivalences above reduce to

[Cop,CAT]ps(P,E) ∼= [(
∫
P )op,CAT]ps(∆1,E ◦ pP ).

Proof. An oplax transformation F : D ⇒ E is the given of functors FX :
D(X)→ E(X) for eachX in C, and of natural trasformations Fy : FY D(y)⇒
E(y)FX for each y : Y → X satisfying suitable identities. On the other side,
an oplax trasformation F̄ : ∆1→ E◦pop consists of an object F̄(X,U) ∈ E(X)
for each (X,U) in G(D), and of an arrow F̄(y,a) : F̄(Y,V ) → E(y)(F̄(X,U)) for
each (y, a) : (Y, V ) → (X,U), again satisfying suitable identities. Starting
from F , we can define F̄ as follows:

F̄(X,U) := FX(U), F̄(y,a) := Fy(U)FY (a) for (y, a) : (Y, V )→ (X,U)

Conversely, starting from F̄ we can define F by setting

FX(U) := F̄(X,U), FX(a) := ϕE
X(F̄(X,U ′))

−1F̄(1X ,ϕ
D
X(U ′)a) for a : U → U ′

Fy(U) := F̄(y,1D(y)(U))

We leave to the reader to check that the associations F 7→ F̄ and F̄ 7→ F
can be extended to modifications, and that they provide the isomorphism of
categories in the claim.

The second identity follows from the first one by applying the isomor-
phism

[Cop,CAT]lax(D,EV) ∼= [Cop,CAT]oplax(DV,E),

which can be readily checked, and the equality (E ◦ pop
DV)V = EV ◦ pop

DV .
The last claim is an immediate consequence of the equivalence we defined

above. Indeed, if D is a presheaf P , the only arrows in its fibres are identity
morphisms. Then notice that F̄(y,1D(y)(U)) = Fy(U) holds, and hence Fy is
invertible if and only if every F̄(y,1D(y)(U)) is: but this means precisely that
F is pseudonatural if and only if F̄ is.
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Now, if we consider in particular a pseudofunctor R : C → K, an object
K in K and set E := K(R(−),K) : Cop → Cat, the previous result has the
following corollary:
Corollary 2.9.3. Consider a C-indexed category D, with pD : G(D)→ C its
corresponding Grothendieck fibration, and a pseudofunctor R : C → K: the
D-weighted lax colimit of R is isomorphic to the conical colimit of RpDV :

colimD
laxR ' colimlaxRpDV

Similarly, the D-weighted oplax colimit of R is isomorphic to the conical
colimit of RpD:

colimD
oplaxR ' colimoplaxRpD

Finally, for a presheaf P : Cop → Set with Grothendieck fibration p :
∫
P →

C, the P -weighted pseudocolimit of R is isomorphic to the conical colimit of
Rp:

colimP
psR ' colimpsRp

The commutativity of weights and diagrams expressed by Proposition
2.9.1 can also be expressed in a conified version as follows:
Corollary 2.9.4. Given two pseudofunctors D : Cop → CAT and E : C →
CAT: then

colimlax EpDV ' colimoplaxDpE.
Remark 2.9.3. Proposition 2.9.2 and Corollary 2.9.3 show that we can
conify a pseudocolimit with a discrete weight, but this is not true for a
general pseudocolimit. To understand this, consider two pseudofunctors D :
Cop → Cat, R : C → Cat and a D-weighted cocone under R as the one
below on the left. When we open the spindles of the pseudocolimit cocone,

R(X) R(Y )

K

FX(V ) FX(U)

R(y)

FY (D(y)(U))

FX(a)

Fy(U)∼
 

R(X) R(X) R(Y )

K

FX(V )
FX(U)

R(y)

FY (D(y)(U))

FX(a)

Fy(U)∼
,

we can see that the natural transformations of the form Fy(U) are invertible,
but in general not those of the form FX(a): therefore, the cone on the right
cannot be the cocone of a pseudo-colimit. We thus can say that in general
none of the colimits

colimD
ps E, colimps(E ◦ pD) colimps(E ◦ pDV)

are equivalent. We have provided an explicit example of this using Giraud
toposes in Remark 5.3.4. This justifies our interest in lax colimits: the
commutativity of weights and diagrams in their conified expression allows for
some extra elasticity in their expression. We will exploit this when computing
weighted pseudocolimits as localizations of lax colimits, in the next section.
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2.9.3 Computation of weighted pseudocolimits in Cat

It is now time to provide an explicit way of computing weighted pseudocol-
imits in Cat. We begin by recalling that conical op-/lax colimits are easily
computed by applying the Grothendieck construction:
Proposition 2.9.5. Consider a pseudofunctor D : Cop → Cat: then

colimlaxD ' G(D),

colimoplaxD ' G(DV)op.

Proof. The first claim is proved in [20, Section 10.2], while the second is
sketched for covariant pseudofunctors in the paragraph As an oplax colimit
of [30]. We remark that the second claim can also be proved as a consequence
of the first, since the following chain of natural equivalences holds:

Cat(colimoplaxD,K) ' [C,Cat]oplax(∆1,Cat(D(−),K))

' [C,Cat]oplax((∆1)V,Cat(D(−),K))

' [C,Cat]lax(∆1,Cat(D(−),K)V)

' [C,Cat]lax(∆1,Cat(DV(−),Kop))

' Cat(colimlax(DV),Kop)

' Cat((colimlax(DV))op,K).

The colimit cocone of G(D) is made of the following triangles:

D(X) D(Y )

G(D)

iX iY

D(y)

iy .

Each functor iX : D(X)→ G(D) is the usual inclusion of fibres, which maps
an object U to the object (X,U) and acts on arrows accordingly. The natural
transformation iy is defined componentwise, for U in D(X), as the arrow

iy(U) := (y, 1D(y)(U)) : (Y,D(y)(U))→ (X,U).

On the other hand, objects of the category G(DV)op are still pairs (X,U)
with X in C and U in D(X), but an arrow (y, a) : (X,U)→ (Y, V ) is indexed
by an arrow y : Y → X and an arrow a : D(y)(U)→ V . The colimit cocone

D(X) D(Y )

colimoplaxD
jX

D(y)

jY

jy
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is defined as follows: the functor jX maps an object U in D(X) to (X,U), and
acts on arrows accordingly. The natural transformation jy : jX ⇒ jY ◦D(y)
is defined componentwise, for some U in D(X), as

jy(U) := (y, 1D(y)(U)) : (X,U)→ (Y,D(y)(U)).

Now that we know how to compute conical op-/lax colimits, we can
also compute weighted op-/lax colimits, simply by applying conification (see
Corollary 2.9.3). Weighted pseudocolimits can be computed instead by lo-
calizing op-/lax colimits, as the next result shows:
Proposition 2.9.6. Consider a category C and two pseudofunctors D :
Cop → CAT and R : C → CAT. By Corollary 2.9.3 and Proposition 2.9.1,
the following two chains of equivalences hold:

colimlaxRpDV ' colimD
laxR ' colimR

oplaxD ' colimoplaxDpR,

colimoplaxRpD ' colimD
oplaxR ' colimR

laxD ' colimlaxDpRV .

Then colimD
psR can be presented as a localization of any of the eight categories

above, as follows:

(i) as a localization of colimD
oplaxR or of colimD

laxR: if

R(X) R(Y )

colimD
oplaxR

FU′ FU

R(y)

FD(y)(U)

Fa

Fy,U

is the colimit cocone of colimD
oplaxR (with y : Y → X in C and a : U →

U ′ in D(X)), the essentially unique functor colimD
oplaxR → colimD

psR
is a localization with respect to the components of each natural trasfor-
mation of the kind Fy,U . A similar statement holds by considering the
colimit cocone of colimD

laxR.

(ii) as a localization of colimR
laxD or of colimR

oplaxD: if

D(X) D(Y )

colimR
laxD

GA′ GR(y)(A)

D(y)

GA

Gb

Gy,A
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is the colimit cocone of colimR
laxD (with y : Y → X in C, A in R(Y )

and b : R(y)(A) → A′ in R(X)), then the essentially unique functor
colimR

laxD→ colimD
psR is a localization with respect to the components

of each natural transformation Gy,A. A similar argument holds for
colimR

oplaxD.

(iii) as a localization of colimoplax(RpD) or of colimlax(RpDV): if

R(X) R(Y )

colimoplax(RpD)

H(X,U)

R(y)

H(Y,V )

H(y,a)

is the colimit cocone of colimoplax(RpD) (with (y, a) : (Y, V ) → (X,U)
in G(D)), then the induced functor colimoplax(RpD) → colimD

psR is a
localization with respect to the components of each natural trasformation
of the kind H(y,a) such that (y, a) : (Y, V )→ (X,U) is a cartesian arrow
of G(D) (i.e. the component a is invertible). The same considerations
hold for colimlaxRpDV.

(iv) as a localization of colimlax(DpRV) or of colimoplax(DpR): if

D(X) D(Y )

colimlaxDpRV

D(y)

K(X,B)
K(Y,A)

K(y,b)

is the colimit cocone of colimlax(DpRV) (with (y, b) : (X,B) → (Y,A)
in G(RV)), then the induced functor colimlax(DpRV) → colimD

psR is a
localization with respect to the components of all natural transforma-
tions of the form K(y,b) where (y, b) is a cartesian arrow of G(RV) (i.e.
b is invertible). Similar considerations hold for colimoplax(DpR).

Proof. We will prove the first item, and others will follow from it by explic-
iting how the colimit cocones relate to one another.

(i) Similarly to che colimit cocone of colimD
oplaxR we provided above, let
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us denote by

R(X) R(Y )

colimD
psR

F̄U′ F̄U

R(y)

F̄D(y)(U)

F̄a

F̄y,U

.

the colimit cocone of colimD
psR. Notice that, being colimD

psR a pseu-
docolimit, the components of each natural transformation F̄y(U) are
invertible. There is a (essentially) unique functor ξ : colimD

oplaxR →
colimD

psR: it satisfies in particular the identity ξ ◦Fy(U) = F̄y(U), and
thus it maps the components of every Fy(U) to an invertible map. It is
now obvious that any functor K : colimD

oplaxR→ K to any category K
factors through colimD

psR if and only if K inverts all the components
of the natural transformations of the form Fy(U): therefore, colimD

psR

is obtained as a localization of colimD
oplaxR with respect to all the com-

ponents of all the natural transformations of the form Fy(U).

(ii) We can apply the natural equivalences in Proposition 2.9.1 in order to
translate the colimit cocone of colimD

oplaxR into the colimit cocone of
colimR

laxD: in particular, for any U in D(X) and A in R(Y ) the iden-
tity Gy,A(U) = Fy,U (A) holds. Thus, since colimD

oplaxR → colimpsDR
localizes with respect to all the components of the natural transforma-
tions Fy,U , the functor colimR

laxD→ colimpsDR localizes with respect
to all the components of the natural transformations Gy,A.

(iii) We can apply the natural equivalences in Proposition 2.9.2 in order to
translate the colimit cocone of colimD

oplaxR into the colimit cocone of
colimoplax(RpD). In particular, the natural transformations H(y,a) are
defined componentwise, for A in R(Y ), asH(y,a)(A) := Fy,U (A)◦Fa(A).
Therefore, since colimD

oplaxR→ colimD
psR localizes with respect to the

components of each Fy,U it follows that colimoplax(RpD) → colimD
psR

localizes with respect to the components of each H(y,1). Finally, we
recall that if a is invertible then Fa is invertible, by functoriality, and
thus localizing with respects to the components of the H(y,1) is exactly
the same as localizing with respect to the components of the H(y,a)

with (y, a) : (Y, V )→ (X,U) cartesian in G(D).

(iv) We can apply the natural equivalences of Proposition 2.9.2 in order
to translate the colimit cocone of colimR

laxD into the colimit cocone
of colimlax(DpRV). In particular each natural transformation K(y,b)

is defined componentwise, for U in D(X), as K(y,b)(U) := Gb(U) ◦
Gy,A(U). With considerations similar to those of the previous item, we
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can conclude that colimlax(DpRV) → colimD
psR is a localization with

respect to the components of all natural transformations K(y,b) with
(y, b) : (X,B)→ (Y,A) cartesian in G(RV).

Remark 2.9.4. Since G(D) ' colimlaxD, colimpsD is the localization of
G(D) with respect to its cartesian arrows: this result first appeared in Para-
graph 6.4.0 of [2, Exposé VI], and was the motivation for our whole analysis
of weighted colimits as localizations.

The previous result allows us to choose, for a colimit colimD
psR, the rep-

resentation which we deem more fitting or easier to compute. The two repre-
sentations in items (i) and (ii) still maintain the distinction between weight
and diagram, eventually exchanging them; on the other hand, the conified
representations in items (iii) and (iv) are localizations of a ‘mixed struc-
ture’ built from the data of both R and D, because they see colimD

psR as a
localization of any of the four colimits

colimlax(DpRV), colimlax(RpDV), colimoplax(RpD), colimoplax(DpR).

In the next proposition we shall compute explicitly the first of these colimits
and the localization, to show what kind of ‘mixed structure’ is at play: similar
considerations hold for the other three cases.
Proposition 2.9.7. Consider two pseudofunctors D : Cop → CAT and
R : C → CAT: the colimit

colimlax(D ◦ pRV)

is equivalent to the category whose objects are triples (X,U,B), with X in
C, U in D(X) and B in R(X), while an arrow

(y, a, b) : (Y, V,A)→ (X,U,B)

is indexed by three arrows y : Y → X in C, a : V → D(y)(U) in D(Y ) and
b : R(y)(A)→ B in R(X). There is a square

colimlax(D ◦ pRV) G(D)

G(RV)op C

p

q

pD

pop
RV

,

where p is a Grothendieck fibration and q maps p-cartesian arrows to pD-
cartesian arrows. The functor p forgets the second component, the functor
q the third and the diagonal both components. In particular, the square is a
strict pullback.
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The functor
colimlax(D ◦ pRV)→ colimD

psR

acts by localizing colimlax(D ◦ pRV) with respect to all of the morphisms that
are p-cartesian and that are mapped through q to pD-cartesian arrows: that
is, it localizes with respect to all morphisms (y, a, b) where both a and b are
invertible.

Proof. The colimit colimlax(D◦pRV) can be computed, by Proposition 2.9.5,
as the Grothendieck fibration associated to the pseudofunctor

G(RV)
p
RV−−→ Cop D−→ CAT.

The fibration pRV : G(RV) → Cop is made of objects (X,B) with B in
R(X), and arrows (y, b) : (X,B) → (Y,A) such that y : Y → X and
b : R(y)(A) → B. Thus the fibration p : G(D ◦ pRV) → G(RV)op is made of
triples ((X,B), U), where (X,B) belongs to G(RV) and U ∈ D(pRV(X,B)) =
D(X), and an arrow

((Y,A), V )
((y,b),a)−−−−−→ ((X,B), U)

is indexed by an arrow (y, a) : (X,B) → (Y,A) in G(RV) and another
arrow a : V → D(pRV(y, b))(U) = D(y)(U) in D(Y ): it is obvious that this
description of colimlax(D◦pRV) is equivalent to the one provided in the claim.

The composite functor

G(D ◦ pRV)
p−→ G(RV)op

pop
RV−−→ C

acts by forgetting the second and the third components. Notice that it is
not a fibration, as it originates from the composition of the fibration p with
the opfibration pop

RV . This functor factors through pD : G(D) → C, and the
factor

q : colimlax(D ◦ pRV)→ G(D)

acts by forgetting the third components in colimlax(D◦pRV). The check that
the square above is a strict pullback of categories is straightforward.

Finally, if we explicit the colimit cocone

D(X) D(Y )

colimlaxDpRV

D(y)

K(X,B)
K(Y,A)

K(y,b)

,
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we see that the legs act thus,

K(X,B) :

[
U

a−→ U ′
]
7→
[
(X,U,B)

(1,a,1)−−−−→ (X,U ′, B)

]
,

while for each U in D(X) the component of K(y,b) at U is the arrow

K(y,b)(U) :=

[
(Y,D(y)(U), A)

(y,1,b)−−−−→ (X,U,B)

]
.

We have omitted, for the sake of readability, any reference to the canonical
isomorphisms of the pseudofunctors R and D. Finally, we recall that the
functor

colimlax(D ◦ pRV)→ colimD
psR

localizes with respect to the components of the natural transformationsK(y,b)

such that (y, b) is cartesian, i.e. with respect to all the arrows (y, 1, b) with
b invertible: but this is the same as localizing with respect to the arrows in
the statement.

Remark 2.9.5. The pullback square above, which shows the connection
between colimlax(D ◦ pRV) and G(D), is a particular instance of the concept
of direct image of a C-indexed category along a functor, which we will analyse
in Section 3.1: for further details, see Remark 3.1.1(ii).

Every category C is endowed in particular with the covariant pseudofunc-
tor C/− : C → CAT, which maps each object X to the slice over it. The
previous result has the consequence that weighted pseudocolimits for C/−
can be interpreted as lax colimits of the weight:
Corollary 2.9.8. Consider R : C → Cat/C mapping each X to C/X: then
the D-weighted colimit of R is equivalent to the lax colimit of D.

Proof. For the sake of brevity, in this proof we shall denote by K the category
colimlax(D ◦ pRV), and also suppress any mention of D’s structural isomor-
phisms. Applying the previous result to R := C/− : C → CAT provides the
following description of K: objects are triples (X,U ∈ D(X), w : W → X)
with X,W and w in C and U in D(X), and an arrow

(Y, V, z : Z → Y )
(y,a,b)−−−−→ (X,U,w : W → X)

is indexed by two arrows y : Y → X, b : Z →W in C such that w ◦ b = y ◦ z,
and a further arrow a : V → D(y)(U) in D(Y ). We can then define a functor

L : K → G(D)

acting as follows:[
(Y, V, [z])

(y,a,b)−−−−→ (X,U, [w])

]
7→
[
(Z,D(z)(V ))

(b,D(z)(a))−−−−−−→ (W,D(w)(U))

]
.
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If we denote by S the class of arrows (y, a, b) in K with both components a
and b invertible, then L inverts all arrows in S: if we prove that L satisfies
the universal property of the localization with respect to S, we can conclude
that

colimlaxD ' G(D) ' K[S−1] ' colimD
psR,

by the previous result and by Proposition 2.9.5. To show this consider any
functor H : K → A mapping any arrow in S to an invertible arrow in A: we
want to define an essentially unique functor

H̄ : G(D)→ A

such that H̄ ◦L ∼= H. This condition forces the definition of H̄, up to natural
isomorphism: indeed, if we consider the invertible arrows

L(X,U, 1X) = (X,D(1X)(U))
(1,1)−−−→ (X,U)

of G(D), they must be mapped via H̄ to isomorphisms

H̄ ◦ L(X,U, 1X) = H(X,U, 1X)
H̄(1,1)−−−−→ H̄(X,U).

Therefore we can define H̄ as follows: for any (y, a) : (Y, V ) → (X,U) in
G(D), we set its image via H̄ as the arrow

H(Y, V, 1Y )
H(y,a,y)−−−−−→ H(X,U, 1X).

Finally, we prove that H̄◦L ∼= H. For this, notice that every object (X,U,w :
W → X) in K admits a canonical morphism

(W,D(w)(U), 1W )
(w,1,1)−−−−→ (X,U,w),

which belongs to S: its image via H is therefore an isomorphism

H(W,D(w)(U), 1W ) = H̄(W,D(w)(U)) = H̄◦L(X,U,w)
(w,1,1)−−−−→ H(X,U,w),

and a quick naturality check proves that this is the component in (X,U,w)
of a natural isomorphism H̄ ◦ L ∼= H.

Remarks 2.9.6. (i) This result can be seen as a consequence of Corollary
5.2.3, which shows that colimD

ps(C/−) ' G(D) by exploiting the right
adjoint of the 2-functor G. We will provide a further point of view on
this equivalence in Remark 3.2.1, by using inverse images of fibrations.

(ii) Curiously, the localization L : colimlax(D ◦ pRV) → colimD
psR ' G(D)

acts by ‘restriction’ of the diagram, and this happens because every
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fibre R(X) = C/X of R has a terminal object [1X ]. First of all, notice
that

G(RV)
p
RV−−→ Cop

is the opposite of the codomain functor cod : Mor(C) → C: objects in
G(RV) are arrows [w : W → X], and a morphism (y, b) : [w : W →
X] → [z : Z → Y ] is given by two arrows y : Y → X and b : Z → W
such that w ◦ b = y ◦ z. The fact that each fibre of R has a terminal
implies that we can define a functor

T : C → G(RV)op = Mor(C)

by mapping every object X to [1X ] and every y : Y → X to (y, y) :
[1Y ]→ [1X ]. This functor is (a right adjoint and) a section of cod, i.e.
cod ◦ T = idC : therefore, since pRV ∼= codop, we can conclude that

colimlaxD ' colimlax(D ◦ pRV ◦ T op) = colimlax ((D ◦ pRV) ◦ T op) .

We can really think of G(D) as obtained by restricting the cocone of
colimlax(D ◦ pRV) along the functor T . As we have formulated it, it is
evident that this happens everytime the covariant pseudofunctor R we
consider (not just R = C/−) has fibres with terminal objects.

To conclude this section, let us go back to conified pseudocolimits: we
already mentioned in Remark 2.9.3 that one in general is not allowed to
‘conify’ pseudocolimits, i.e. suppose that colimD

psR ' colimps(R ◦ pD) (it
may still happen in some cases, such as when the weight is discrete: see
the last claim of Corollary 2.9.3). One may however wonder how to express
the conified pseudocolimit colimps(R ◦ pD). Proposition 2.9.6 showed that
a weighted pseudocolimit colimD

psR can be recovered by localizing suitable
conical op-/lax colimits stemming from the data R and D: for instance,
one may localize colimoplax(R ◦ pD) with respect to the components of all
the natural transformations H(y,a) of its colimit cocone such that (y, a) is
cartesian in G(D). If instead we localize colimoplax(R◦pD) with respect to the
components of all the natural transformations H(y,a), we obtain colimps(R ◦
pD) instead.

Notice that the localization colimoplax(R ◦ pD)� colimps(R ◦ pD) essen-
tially crushes all the information coming from the fibres of D: this allows us
to express colimps(R ◦ pD) in a further way, which combines commutation of
weights and colimits with the fibrewise groupoidal localization of D, as the
next result shows.
Proposition 2.9.9. Consider two pseudofunctors D : Cop → Cat and R :
C → Cat. Denote by D : Cop → Cat the pseudofunctor mapping each X in
C to the groupoid obtained by inverting all arrows in D(X), with transition
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morphisms obtained by restriction of those of D. Consider the colimit cocone

D(X) D(Y )

colimlax(D ◦ pRV)

D(y)

K(X,B)
K(Y,A)

K(y,b)

where (y, b) : (X,U)→ (Y,A) is an arrow of G(RV): then the pseudocolimit
colimps(R ◦ pD) can be computed as the localization of colimlax(D ◦ pRV) with
respect to the components of all the natural transformations K(y,b) such that
(y, b) is cartesian (i.e. b is invertible).

Proof. The passage from D to D corresponds to a pointwise localization with
respect to all the arrows of the fibres: therefore, by Lemma 2.8.2 the functor
G(D) ' colimlax(D ◦ pRV)→ colimlax(D ◦ pRV) is a localization with respect
to all the vertical arrows in G(D ◦ pRV). Now it is sufficient to recall how we
performed the passage of colimit cocones

R(X) R(Y )

colimoplax(R ◦ pD)

H(X,U)

R(y)

H(Y,V )

H(y,a)

 

D(X) D(Y )

colimlax(D ◦ pRV)

D(y)

K(X,B)
K(Y,A)

K(y,b)

,

where (y, a) : (Y, V ) → (X,U) in G(D) and (y, b) : (X,B) → (Y,A) in
G(RV). We defined each functor K(X,A) by mapping an arrow a : U → U ′ in
D(X) to the arrow H(1,a)(A) : H(X,U)(A)→ H(X,U ′)(A). On the other hand,
for each U in D(X) we defined the K(y,b)(U) as the composite

H(Y,D(y)(U))(A)
H(y,1)(A)
−−−−−−→ H(X,U)(R(y)(A))

H(X,U)(b)−−−−−−→ H(X,U)(B).

Therefore, if the functor colimoplax(R ◦ pD) → colimps(R ◦ pD) inverts the
components of all the natural transformations H(y,a), then the composite
functor

colimlax(D ◦ pRV)
∼−→ colimoplax(R ◦ pD)→ colimps(R ◦ pD)

must invert not only the components of each natural transformation K(y,b)

with b invertible, but also all the morphisms in the image of each functor of
the form K(X,B), which are precisely the vertical arrows of colimlax(D◦pRV).
Therefore, by the universal property of localizations we obtain a functor
colimlax(D ◦ pRV) → colimps(D ◦ pRV), which localizes with respect to the
components of the natural transformations K(y, b) indexed by cartesian ar-
rows of G(RV).
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2.10 Comorphisms of sites

We conclude the chapter by recalling some basic aspects in the theory of
comorphisms of sites. We have already anticipated that fibrations (and their
morphisms) on a site (C, J) can be naturally seen as continuous comorphisms
of sites by exploiting what we will call Giraud topologies: this is the topic of
this and the following section. This point of view, first introduced by Jean
Giraud in [15] but not explored thoroughly in the literature, provides power-
ful tools to the study of stacks from a geometrical and logical point of view.
In particular, one can associate to every fibration over C its classifying topos,
which will have a prominent role in defining the fundamental adjunction of
Chapter 5.

In order to define comorphisms of sites, we need first to recall that any
functor between small categories induces an essential geometric morphism
between presheaf toposes:
Proposition 2.10.1 [21, Example A4.1.4]. A functor p : D → C between
small categories induces an adjoint triple lanpop a p∗ a ranpop : [Dop,Set]→
[Cop,Set], where p∗ := (− ◦ pop) and its left and right adjoints are the left
and right Kan extension functors along pop.

In particular, this provides a functor from Cat to EssTopos mapping a
small category C to [Cop,Set] and a functor p : D → C to the essential geo-
metric morphism ranpop . If we wish to extend this to natural transformations
we have to take into account that the involution (−)op reverses their direc-
tion, i.e. if α : p ⇒ q : D → C then αop : qop ⇒ pop. This means that there
is an induced natural trasformation α∗ : q∗ ⇒ p∗ : [Cop,Set] → [Dop,Set]
acting as precomposition with αop, and thus the functor Cat→ EssTopos
extends to a 2-functor Cat→ EssToposco.

One can now wonder what properties the functor p must satisfy for the
geometric morphism p∗ a ranpop to restrict toposes of sheaves. The answer
lies precisely in the notion of comorphism of sites:
Definition 2.10.1 [21, Proposition C2.3.18]. Consider two sites (C, J) and
(D,K): a functor p : D → C is said to be a comorphism of sites if one of the
following equivalent conditions holds:

(i) The functor p satisfies the covering-lifting property, i.e. for every D in
D and every J-covering sieve S over p(D) there is a K-covering sieve
R over D such that p(R) ⊆ S.

(ii) The functor ranpop : [Dop,Set] → [Cop,Set] maps K-sheaves to J-
sheaves, i.e. there exists a geometric morphism Cp : Sh(D,K) →
Sh(C, J) satisfying ιJCp∗ ' ranpopιK .

(iii) p∗ : [Cop,Set]→ [Dop,Set] maps J-dense monomorphisms to K-dense
monomorphisms (we recall that a monomorphismm is J-dense if aJ(m)
is an isomorphism).
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If we call Com the 2-category of small-generated sites, comorphisms
and natural trasformations, the association (C, J) 7→ Sh(C, J) and p 7→ Cp
describes a functor Com → Topos. This functor also extends to natural
trasformations reversing their direction, and thus we have in fact a 2-functor

C(−) : Com→ Toposco.

A fact which will prove to be essential in the following is that every
functor to a site can be made into a comorphism in a minimal way:
Proposition 2.10.2 [21, Proposition C2.3.19(i)]. Consider a site (C, J) and
a functor A : D → C: there exists a smallest topology MA

J on D such that
A : (D,MA

J )→ (C, J) is a comorphism of sites. In particular, it is generated
by the pullback-closed family (or coverage) of sieves of the form SD := {f :
dom(f)→ D | p(f) ∈ S} for any D in D and S ∈ J(p(D)).

The topologies of the form MA
J satisfy another fundamental property:

Lemma 2.10.3 [9, Corollary 3.6]. Take a comorphism p : (D,K) → (C, J)
and two functors A : D → E, q : E → C: if qA ∼= p then A is a comorphism
of sites (D,K)→ (E ,M q

J).
Let us denote by Coms the category of small sites, with their comor-

phisms: then the minimal topologies of the form MA
J can be interpreted as

providing a left adjoint, as follows. Denote by

G : Cat/C → Coms/(C, J)

the 2-functor mapping a 0-cell [q : E → C] to q : (E ,M q
J) → (C, J). By

Lemma 2.10.3, this is a well-defined 2-functor, since every 1-cell in Cat/C
is sent to a comorphism of sites. In fact, for any comorphism p : (D,K) →
(C, J), a 1-cell (F,ϕ) : [p : D → C]→ [q : E → C] in Cat/C corresponds to a
1-cell (F,ϕ) : [p : (D,K)→ (C, J)]→ [q : (E ,M q

J)→ (C, J)] of Coms/(C, J).
This proves the following:
Corollary 2.10.4. Consider a site (C, J): then there is a 2-adjunction (see
Definition 5.2.1)

Coms/(C, J) Cat/C

For

`

G

where For is the usual forgetful functor and G is defined on 0-cells by mapping
[q : E → C] to [p : (E ,M q

J) → (C, J)]. The 2-functor G is also locally fully
faithful, i.e. every functor Cat/C([p], [q]) → Coms/(C, J)(G([p]),G([q])) is
full and faithful.

For the subsequent results we will focus on a smaller class of comorphisms
of sites, namely those that are also continuous with respect to topologies:
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Definition 2.10.2 [9, Definition 4.7]. Consider a site (C, J) and a topos E :
a functor A : C → E is J-continuous if the induced right adjoint RA : E →
[Cop,Set] factors through Sh(C, J). More generally, given two sites (D,K)
and (C, J), a functor p : D → C is (K,J)-continuous if the composite functor
`J ◦ p : D → Sh(C, J) is K-continuous.
Proposition 2.10.5 [9, Propositions 4.8 and 4.13]. Given two sites (C, J)
and (D,K) and a functor p : D → C, the following are equivalent:

(i) p is (K,J)-continuous;

(ii) p∗ = (− ◦ pop) : [Cop,Set]→ [Dop,Set] maps J-sheaves to K-sheaves;

(iii) p is cover-preserving, i.e. if S is a K-covering sieve then p(S) is a J-
covering family, and it satisfies the following cofinality condition: for
any K-covering sieve S on an object D and any commutative square

X p(E′)

p(E) p(D)

f

g

p(e′)

p(e)

with e and e′ belonging to S, there exists a J-covering family {yi : Yi →
X | i ∈ I} such that for each i the composites fyi and gyi belong to the
same connected component of the comma category (Yi ↓Dp

S), where Dp
S

denotes the composite functor∫
S

π−→ D p−→ C.

Every (J,K)-continuous functor F : C → D induces an adjunction
Sh(F )∗ a Sh(F )∗ : Sh(D,K) → Sh(C, J): in adherence with [9], we shall
call any such adjunction a weak geometric morphism of toposes. We recall
that a morphism of sites F : (C, J)→ (D,K) is a functor inducing a geomet-
ric morphism Sh(F ) : Sh(D,K)→ Sh(C, J) such that Sh(F )∗ := (−◦F op):
therefore, every morphism of sites is in particular (J,K)-continuous.

Notice that if p is a (K,J)-continuous comorphism then the induced ge-
ometric morphism Cp is essential : this happens because the inverse image
C∗p by continuity admits a further left adjoint, denoted by (Cp)!. Continu-
ous comorphisms of sites, whose 2-category we will denote by Comcont, are
indeed a key ingredient in the theory of essential geometric morphisms, as
the following result shows:
Proposition 2.10.6 [9, Theorem 4.20]. Consider a small-generated site
(C, J) and a Grothendieck topos E : then there is an equivalence of categories

EssToposco(Sh(C, J),E ) ' Comcont((C, J), (E , Jcan
E ))

acting as follows:
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• An essential geometric morphism F : Sh(C, J) → E is sent to the
functor F!`J : C → E , and a natural transformation Ω : F ⇒ G :
Sh(C, J) → E to Ω! ◦ `J , where Ω! : G! ⇒ F! is the 2-cell induced by
Ω : F ∗ ⇒ G∗ on the essential images;

• a (J, Jcan
E )-continuous comorphism of sites A : C → E is sent to

CA : Sh(C, J) → Sh(E , Jcan
E ) and then composed with the canonical

equivalence Sh(E , Jcan
E ) ' E ; the same holds for a natural transforma-

tion ω : A⇒ B : C → E .

In Chapter 4 we will provide a functorialization of this classification re-
sult, along with similar classification results for geometric morphisms.

We conclude this section by presenting a particular instance of topologies
of kind MA

J , namely when A is a discrete fibration over C:
Proposition 2.10.7. Consider a site (C, J) and a presheaf P : Cop → Set
with corresponding Grothendieck fibration πP :

∫
P → C. Denote by JP the

topology MπP
J : a family of arrows {yi : (Yi, P (yi)(U)) → (X,U) | i ∈ I} in∫

P is JP -covering if and only if {yi : Yi → X | i ∈ I} is J-covering in C.
The composite functor

∫
P

πP−−→ C `J−→ Sh(C, J)→ Sh(C, J)/aJ(P ) is flat
and JP -continuous, and it induces an equivalence of toposes

Sh(
∫
P, JP ) ' Sh(C, J)/aJ(P )

which is pseudonatural in P in the sense that for any g : P ⇒ Q the square

Sh(
∫
Q, JQ) Sh(C, J)/aJ(Q)

Sh(
∫
P, JP ) Sh(C, J)/aJ(P )

∼

C∗∫
g aJ (g)∗

∼

is commutative up to natural isomorphism. Moreover, the induced equiva-
lence makes the diagram

Sh(C, J)/aJ(P ) Sh(
∫
P, JP )

Sh(C, J)

∼

∏
aJ (P ) CπP

commutative up to isomorphism, where
∏

aJ (P ) denotes the canonical es-
sential geometric morphism from a slice topos to its base topos (called the
dependent product along aJ(P ): see [11]).

Proof. See [9, Example 5.7] and [11, Theorem 2.2].
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Remark 2.10.1. We remark that not only each functor πP is a comorphism
of sites (

∫
P, JP ) → (C, J), but it is also (JP , J)-continuous; moreover, for

every g : P → Q in [Cop,Set] the induced functor
∫
g :

∫
P →

∫
Q is

a (JP , JQ)-continuous comorphism of sites. These are all consequences of
Lemma 2.10.3.
Example 2.10.1. One particular instance of this minimal topology is when
P =よ(X) for some X in C: then as we have already mentioned

∫
よ(X) '

C/X. We will denote by JX the topology Jよ(X): in particular, a presieve
F = {zi : [yzi] → [y] | i ∈ I} over [y] in C/X is JX -covering if and only if
{zi : dom(zi)→ Y | i ∈ I} is J-covering in C.

In particular, we remark that the category of small-generated sites is
‘closed’ with respect to discrete fibrations, in the following sense:
Lemma 2.10.8. Given a small-generated site (C, J) and a presheaf P :
Cop → Set, the site (

∫
P, JP ) is small-generated.

Proof. Denote by A ↪→ C a small J-dense full subcategory of C. Consider the
full subcategory B ↪→

∫
P whose objects are pairs (A,U) with A in A: then

B as a set of objects and is locally small, therefore it is small. Now consider
an object (X,U) of

∫
P : since A ↪→ C is J-dense, there exists a J-covering

family {yi : Ai → X | i ∈ I} such that each Ai belongs to A. This implies
that the family {yi : (Ai, P (yi)(U)) → (X,U) | i ∈ I} is JP -covering, and
thus that B is JP -dense in

∫
P .

Remark 2.10.2. We will introduce the notion of essential J-smallness for
a fibration in Definition 5.3.1: then the previous lemma is stating precisely
that a discrete fibration

∫
P → C is essentially J-small with respect to any

topology on the base category C making (C, J) small-generated.
Another technical lemma that we will exploit later is the fact that, given

a J-covering sieve R � よ(X), the site (
∫
R, JR) is Morita-equivalent to

(C/X, JX):
Lemma 2.10.9. Consider a site (C, J) and a J-covering sieve mR : R �
よ(X): then

∫
mR : (

∫
R, JR)→ (C/X, JX) induces an equivalence of toposes

C∫
mR

: Sh(
∫
R, JR)

∼−→ Sh(C/X, JX).

Proof. This is a corollary of Proposition 2.10.7, since the square

Sh(
∫
R, JR) Sh(C, J)/aJ(R)

Sh(C/X, JX) Sh(C, J)/`J(X)

C∫
mR

∼

∏
aJ (mR)

∼

∼

commutes up to natural isomorphism, where
∏

aJ (mR) is an equivalence since
aJ(mR) is invertible.
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2.11 Giraud topologies and Giraud toposes

Definition 2.11.1 [15, §2.2]. Consider a site (C, J) and a fibration p : D →
C: we call Giraud’s topology for p the smallest topology JD over D making
p into a comorphism of sites (see Proposition 2.10.2). The sheaf topos

Cp : Sh(D, JD)→ Sh(C, J)

will be called the classifying topos of the fibration p, and it will be denoted
by GirJ(p): it is the image of the fibration p through the 2-functor

FibC
G−→ Com/(C, J)

C(−)−−−→ Topos/Sh(C, J)co.

When D corresponds to a C-indexed fibration D we will use the notations
JD and GirJ(D).
Remarks 2.11.1. (i) In particular, when D is a presheaf P : Cop → Set

we have denoted Giraud’s topology by JP , and when D = よ(X) by
JX : see Proposition 2.10.7 and the remark following it. In particular,
Proposition 2.10.7 shows that for every presheaf P : Cop → Set there
is an equivalence of functors

Sh(C, J)/aJ(P ) ' GirJ(P ),

which is moreover natural in P .

(ii) there is a size issue that needs to be addressed: there is no reason
for the site (D, JD) to be small, or even small-generated, and thus for
the category GirJ(D) := Sh(D, JD) to be a topos. We will address
this problem later in the context of the fundamental adjunction by
introducing essentially J-small fibrations (see Definition 5.3.1).

Giraud’s topologies can be explicitly described as follows:
Proposition 2.11.1 [9, Theorem 3.13]. Given a fibration p : D → C, a sieve
R is JD-covering if and only if the collection of cartesian arrows in it is sent
to a J-covering family through p.

Another fundamental result is the fact that when Giraud’s topologies are
involved, fibrations and their morphisms, are naturally continuous comor-
phisms of sites:
Proposition 2.11.2 [9, Theorem 4.44 and Corollary 4.47]. Consider a fi-
bration p : D → C and a topology J over C: then p is a (JD, J)-continuous
comorphism of sites. More generally, given two fibrations p : D → C and
q : E → C and a morphism of fibrations (F,ϕ) : [p]→ [q] between them, then
F is a (JD, JE)-continuous comorphism of sites.

The study of Giraud’s topologies can provide some insight on the fibration
considered. As a basic example of this, in the hypothesis of subcanonicity
of J , the property of being a prestack can be checked directly by analysing
Giraud’s topology:
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Proposition 2.11.3. Consider a subcanonical site (C, J) and a cloven fi-
bration p : D → C: then p is a prestack if and only if Giraud’s topology JD
is subcanonical.

Proof. We will provide only the definition of the relevant arrows, leaving all
calculations to the reader.

We start by supposing that D is a prestack. Consider a JD-covering
family R = {fi : dom(fi)→ D | i ∈ I}: then p(R) = {p(fi)} is a J-covering
family of p(D). We will call S the Jp(D)-covering family {p(fi) : [p(fi)] →
[1p(D)] i ∈ I} for [1p(D)] in C/p(D). Consider now some other object X of D:
a matching family for R and よ(X) is the given, for any i ∈ I, of an arrow
αi : dom(fi) → X, subject to the condition that for every span of arrows h
and k such that fih = fjk it holds that αih = αjk.

We start by considering the family of arrows {p(αi) : dom(p(fi)) →
p(X)}: it is easy to verify that they are a matching family for よ(p(X)) and
p(R), and hence since J is subcanonical there exists a unique β : p(D) →
p(X) such that p(αi) = βp(fi).

Using β we can now ‘move over’ p(D) by considering the Hom-functor
Hom((D, 1p(D)),D(β)(X, 1p(X))) : (C/p(D))op → Set. We will now build

a matching family for it and S. To do so, notice first that fi and p̂(fi)D
are both cartesian lifts of p(fi): therefore, there is a unique canonical iso-
morphism ρi : dom(p̂(fi)D) → dom(fi) comparing them. There is also a
canonical isomorphism σi : dom(αi) → dom(p̂(αi)X). So we can consider
the composite arrows γi := χβ,p(fi),Xσiρi: a lenghty calculation shows that
the constitute a matching family for Hom((D, 1p(D)),D(β)(X, 1p(X))) and
S: if D is a prestack they admit an amalgamation γ : dom(1̂p(D)D

) →
dom(θ̂β,Xdom(β̂X)

). Now, if we consider the arrow α defined as the compos-
ite

D
1̂p(D)

−1

D−−−−−→ dom(1̂p(D)D
)
γ−→ dom(θ̂β,Xdom(β̂X)

)
θ̂β,Xdom(β̂X )−−−−−−−−→ dom(β̂X)

β̂X−−→ X

it is again lenghty but straightforward to see that it provides an amalga-
mation for the matching family {αi}, proving that よ(X) is a JD-sheaf and
hence that JD is subcanonical.

Conversely, suppose JD is subcanonical and consider a JX -covering sieve
S for it and Hom((A,α), (B, β)): without loss of generality we may as-
sume that S = {fi : [fi] → [1X ] | i ∈ I} covers the terminal object of
C/X, by Corollary 2.6.5, so that the matching family consists of arrows
γi : dom(α̂fiA) → dom(β̂fiB) satisfying suitable compatibility conditions.
We can now consider the JD-covering family R = {α̂fiA | i ∈ I} over A, and
the arrows µi := β̂fiBγi : dom(α̂fiA) → B. A calculation shows that it is a
matching family for R andよ(B), and thus it admits a unique amalgamation
γ : A → B, which also proves to be a unique amalgamation for the original
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matching family {γi}: hence all Hom-functors are sheaves and we conclude
that D is a prestack.

Remark 2.11.2. This is a broad generalization of Proposition 2.1(3) of [15],
where D is supposed to be a lex stack (and a Grothendieck fibration) and
the site is of the form (E , Jcan

E ).
Example 2.11.1. It may happen that K is subcanonical and p is a prestack
without J begin subcanonical. Indeed, consider C to be the arrow category
t : 0 → 1, D the empty category and p : D → C the unique functor. Notice
that D corresponds to the discrete C-indexed category D : Cop → CAT with
constant value the empty category. Now consider on C the topology J whose
only non-trivial sieve is the singleton {t}: it is not subcanonical, since よ(0)
is not a J-sheaf. D is a sheaf for this topology, and hence it is a J-stack;
moreover, the induced topology K on D is the only topology on the empty
category, which is trivially subcanonical.
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Chapter 3

Change of base functors

It is well known that a continuous map of topological spaces f : X → Y
induces a geometric morphism

Sh(f) : Sh(X)→ Sh(Y )

ot toposes of sheaves, acting as follows:

• given a sheaf P ∈ Sh(X), the direct image of P along f , i.e. the
presheaf Sh(f)∗(P ), is defined for any U ⊆ Y open as

Sh(f)∗(P )(U) := P (f−1(U));

• starting from a sheaf Q ∈ Sh(Y ), and denoted by pQ : EQ → Y its
étale bundle over Y (see Section 6.2), we can pull it back along f :
X → Y in order to obtain an étale bundle over X: the corresponding
sheaf is the inverse image Sh(f)∗(Q) of Q along f .

In fact, Sh(f) is the geometric morphism induced by homomorphism of
frames f−1 : O(Y )→ O(X), seen as a morphism of sites with respect to the
canonical topologies.

One can consider the same kind of change of base processes when working
with fibrations and stacks (one standard reference for these constructions is
provided by Sections I.2 and II.3 of [14]).

In this chapter we shall recall some results about these concepts, and
establish a number of new results. For instance, we shall provide an explicit
description of the inverse image of fibrations in terms of pseudocolimits of
categories, and show that the inverse image of a fibration can be understood
as a localization of a particular fibration of generalized elements. We will also
study the relationship between these functors and the relative comprehensive
factorization of functors introduced in [9]. Moreover, for the purpose of ex-
tending to categories of stacks the constructions of the geometric morphisms
induced by morphisms or comorphisms of sites, we shall introduce pseudo-
Kan extensions and apply them to prove that, similarly to the sheaf-theoretic
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setting, such functors between sites also induce adjunctions between the cor-
responding categories of stacks. We also discuss the notion of continuous
functor between sites from the point of view of stacks, and show that, not
only composing with a continuous functor transforms sheaves into sheaves,
but it also transforms stacks into stacks. Lastly, we show that pullbacks of
Giraud toposes can already be computed at the level of sites, if one adopts
the point of view of comorphisms of sites.

3.1 Direct image of fibrations

The simplest change of base technique for fibrations is the direct image,
which, as the name suggests, consists in pulling back a fibration along a
functor: indeed, it is well known that if q : E → D is a Grothendieck
fibration, its pullback along a functor F : C → D provides a fibration over C.
Let us show here that weakening to pseudopullbacks allows us to talk about
the direct image of Street fibrations:
Proposition 3.1.1. Consider a functor F : C → D, a fibration q : E → D
and the strict pseudopullback

C ×D E E

C D

p

π

q∼

F

:

the functor p is a fibration over C, called the direct image of q along F , and
is denoted by F∗(q); the functor π maps p-cartesian arrows to q-cartesian
arrows. In particular, if q is cloven then its inverse image p is also cloven.
Computing the direct image of fibrations over D along the functor F provides
a 2-functor

F∗ : FibD → FibC ,

defined by mapping a morphism (A,α) : [q : E → D] → [r : R → D] to the
functor

F∗(A,α) : C ×D E → C ×D R,

defined on objects as F∗(A,α)(X,E, f : q(E)
∼−→ F (X)) := (X,A(E), fαE)

and on arrows as F∗(A,α)(t, s) = (t, A(s)). Similarly, a 2-cell γ : (A,α) ⇒
(B, β) of morphisms of fibrations is sent to the 2-cell F∗(γ) : F∗(A,α) ⇒
F∗(B, β), defined componentwise by

F∗(γ)(X,E, f) := (1, γE) : (X,A(E), fαE)→ (X,B(E), fβE).

If we consider the pseudofunctor I([q]) = E, then I(F∗([q])) ' E ◦ F op:
that is, on D-indexed categories the direct image along F can be described as
precomposition with F op.
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Proof. Start with an object (X,E, f : F (X)
∼−→ q(E)) of C ×D E and an

arrow y : Y → X: we want to build a cartesian lift of y with codomain
(X,E, f). To do so, consider the composite arrow fF (y) : F (Y )→ q(E) in
D: since q is a fibration, there are a cartesian arrow ȳ : E′ → E in E and an
isomorphism g : F (Y )

∼−→ q(E′) such that q(ȳ)g = fF (y). This provides an
arrow (y, ȳ) : (Y,E′, g) → (X,E, f) such that p(y, ȳ) = y. The verification
that it is a cartesian lift is lenghty but straightforward.

It is also obvious that if q is cloven then p is also cloven, since a canonical
choice of lifting for q entails a canonical choice of liftings for p. The fact that
F∗ is a 2-functor is just a straightforward verification: notice in particular
that the functor F∗(A,α) exists by the universal property of pseudopullbacks,
while the fact that it preserves cartesian arrows follows immediately from the
fact that A does.

Finally, the verification that F∗ acts on D-indexed categories as a pre-
composition is a lengthy but easy calculation. Let us sketch how it works
by showing how to define on objects the fibre-wise equivalence E(F (X)) '
I(F∗([q]))(X), for X an object of C and E := I([q]). By unwinding the
definition of I we have that I(F∗([q]))(X) has as objects quadruples

(Y,E, f : F (Y )
∼−→ q(E), γ : X

∼−→ Y ),

where Y belongs to C and E to E . Then one can associate to each object
(E,α : F (X)

∼−→ q(E)) of E(F (X)) the object (X,E, α, 1X) of I(F∗([q]))(X),
and conversely to the object (Y,E, f, γ) above one can associate the object
(E, fF (γ) : F (X)

∼−→ q(E)) of D(F (X)).

Remarks 3.1.1. (i) By their very definition, we can now think of fibres
as direct images. Given a fibration p : D → C and an object X in C, the
fibre of p at X is defined as the pseudopullback of p along the functor
from the one-object category,

eX : 1→ C,

which selects the object X. In short, the fibre of p at X is the domain
of e∗X([p]).

(ii) The fact that the pullback of a fibration is still a fibration can be in-
terpreted as a result about the compatibility of pullbacks and colimits.
Indeed, given a pseudofunctor E : Dop → CAT, by Proposition 2.9.5 we
know that G(E) ' colimlax E in CAT, and thus a fortiori in CAT/D.
If now we consider the previous result, we have that for any functor
F : C → D the pseudopullback of colimlax(E) along F is equivalent to
the colimit colimlax(E ◦ F op).

(iii) The argument in the previous item allows us to apply arguments about
direct images of fibrations also to the topic of commutativity of weights
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and diagrams. Given two pseudofunctors D : Cop → CAT and R : C →
CAT, we know by Corollary 2.9.4 that there exists an equivalence
colimoplax(RV ◦ pD) ' colimlax(D ◦ pR). However, we can think of
colimlax(D ◦ pR) as the fibration associated to the direct image of D
along pop

R ; in other words, we have a pullback diagram

colimlax(D ◦ pR) G(D ◦ pR) G(R)op

colimlax(D) G(D) C

∼ (popR )∗[pD]

popR

∼
pD

y .

If now we apply op to the square on the right, it is still a pullback
square, but this time we can see it as computing the pullback of the
fibration pR along the functor pop

D , i.e. the inverse image of R along pop
D :

colimlax(R ◦ pD) colimlax(R)

G(R ◦ pD) G(R)

G(D)op Cop

∼ ∼

(popD )∗[pR] pR

popD

y

.

This implies that there is an equivalence of categories

colimlax(R ◦ pD) ' colimlax(D ◦ pR)op,

which expresses an alternative form of the commutativity of diagrams
and colimits. Combining this with the identity from Corollary 2.9.4 we
also obtain the further equivalence

colimoplax(RV ◦ pD) ' colimlax(R ◦ pD)op.

3.2 Inverse image of fibrations

The behaviour of the direct image on pseudofunctors restricts to presheaves:
its restriction

(− ◦ F op) : [Dop,Set]→ [Cop,Set]

is a functor which we have already met in the context of comorphisms of sites,
and which admits both a left and a right adjoint (see Proposition 2.10.1).
The same happens at the level of indexed categories, and this provides the
notion of pseudo-Kan extensions and of inverse image:
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Proposition 3.2.1. Denote by IndsC the sub-2-category of IndC of pseud-
ofunctors with values in Cat (i.e. ‘small’ C-indexed categories). Consider
any functor F : C → D and the direct image 2-functor

F ∗ : IndsD → IndsC

which acts by precomposition with F op. The 2-functor F ∗ has both a left and
a right 2-adjoint, denoted respectively by LanF op and RanF op, which act as
follows:

• for any D in D denote by πDF : (D↓F ) → C the canonical projection
functor: then for E : Cop → Cat, its image LanF op(E) : Dop → Cat is
defined componentwise as

LanF op(E)(D) := colimps

(
(D↓F )op (πDF )op

−−−−→ Cop E−→ Cat

)
The pseudofunctor LanF op(E) is called the inverse image of E along F .

• for any D in D denote by π′DF : (F ↓D) → C the canonical projection
functor: then for E : Cop → Cat, its image RanF op(E) : Dop → Cat is
defined componentwise as

RanF op(E)(D) := limps

(
(F ↓D)op (π′DF )op

−−−−−→ Cop E−→ Cat

)
Proof. The approach used to compute enriched Kan extensions in [23, Chap-
ter 4] adapts immediately to this context. For instance, it is shown loc. cit.
that the left Kan extension LanF opE can be computed componentwise in D
as the pseudocolimit colim

D(D,F (−))
ps E; the equivalence with our expression

above results from applying the last part of Corollary 2.9.3 and noticing that
πDF is the opfibration corresponding to D(D,F (−)).

Colimits also provide a way of expressing the inverse image of a pseudo-
functor in fibrational terms. To formulate it, we must introduce the functor

τF : C → cFibD,

which maps every object X in C to the discrete fibration (1D ↓F (X))→ D.
We can also think of τF as a functor with values in IndD, where each X is
mapped to the pseudofunctor (−↓F (X)) = D(−, F (X)) : Dop → Cat.
Proposition 3.2.2. Consider a functor F : C → D and a pseudofunctor
E : Cop → Cat: the inverse image LanF op(E) is computed as the weighted
pseudocolimit

colimE
ps(τF ).
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Proof. This follows from the identity τF (−) = D/F (−) and Yoneda’s lemma:
for every F : Dop → Cat we have the chain of natural equivalences

IndD(colimE
ps τF ,F) ' IndC(E, IndD(τF (−),F))

' IndC(E, IndD(D/F (−),F))

' IndC(E,F(F (−)))

' IndC(E, F ∗(F)),

implying that LanF op(E) ' colimE
ps τF .

Remarks 3.2.1. (i) This result justifies in particular the equivalence

colimD
ps C/− ' colimlaxD

of Corollary 2.9.8. One can easily see that C/− is the functor

τ1C : C → cFibC ,

and thus the first colimit is the inverse image of pD along the functor
1C : but obviously direct and inverse images along an identity functor
are identity functors themselves, and hence we have that

colimD
ps C/− ' Lan1op

C
[pD] ' G(D) ' colimlaxD

as fibrations over C.

(ii) Kan extensions of presheaves can be expressed as the (co)ends of the
product of two Set-valued functors, and thus they admit a double
colimit representation. We shall generalize this double colimit repre-
sentation in Section 3.3 by using lax colimits.

(iii) The restriction to small C-indexed categories is needed to ensure the
existence of the colimits involved in the definition of LanF op . In prin-
ciple, this prevents us from calculating inverse images of many stacks
that naturally arise in mathematical practice, such as the canonical
stack of a site; however, we will see that in practice many C-indexed
categories can be ‘presented by a set of generators’: in this case, the
colimits involved will be computed on small subdiagrams by arguments
of cofinality.

The fibrewise description of LanF op(E) of Proposition 3.2.1 can be recov-
ered from Proposition 3.2.2 by exploiting evaluation functors. Once fixed an
object D of D, the evaluation 2-functor

EvD : cFibD → CAT

acts by mapping each fibration q : Q → D to its fibre in D; or analogously,
each D-indexed category F to its fibre F(D). The 2-functor EvD behaves
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as the direct image along the functor eD : 1 → D which selects the object
D in D: from a fibrational point of view, this is true because the fibre at
D is computed precisely as the direct image along eD (see Remark 3.1.1(i));
from an indexed point of view, because the inverse image of a pseudofunctor
F : Dop → CAT along eD is the composite

1
op (eD)op−−−−→ Dop F−→ CAT,

which via the equivalence [1op,CAT]ps ' CAT is uniquely determined by
its value F(D). This has the consequence that EvD has both a left and a
right adjoint, i.e. the right and left Kan extensions of Proposition 3.2.1, and
thus that it preserves all kinds of limits and colimits:
Lemma 3.2.3. Left 2-adjoints preserve any kind of bicolimit: more explic-
itly, given two 2-functors L : A → B and R : B → A such that L a R, a
category C, two pseudofunctors D : Cop → Cat and I : C → A, then

L(colimD
• I) ' colimD

• (L ◦ I),

where • is either lax, oplax or ps.

Proof. This is a consequence for the following chain of natural equivalences,
which hold for every B in B:

B
(

colimD
• (L ◦ I), B

)
' [Cop,Cat]•

(
D,B((L ◦ I)(−), B)

)
' [Cop,Cat]•

(
D,A(I(−), R(B))

)
' A

(
colimD

• I,R(B)
)

' A
(
L(colimD

• I), B
)
.

By considering in particular the functor EvD : IndsD → Cat, which is a
left adjoint, the following equivalences hold for any diagram I : C → IndD
with weight D : Cop → Cat:

EvD(colimD
lax(I)) ' colimlax(EvD ◦I),

EvD(colimD
oplax(I)) ' colimD

oplax(EvD ◦I),

EvD(colimD
ps(I)) ' colimD

ps(EvD ◦I).

This means that colimits of any kind are computed fibrewise in IndsD.
Now, we can apply these considerations to diagrams of the kind

τDF : C τF−→ cFibD
EvD−−−→ Set.
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Notice that each of these functors takes values in Set, since τDF (X) =
D(D,F (X)): indeed, it is the fibre in D of (1D ↓F (X)), which is a discrete
fibration over D. Since evaluation functors commute with bicolimits, we have
that

LanF op(E)(D) := EvD(LanF op(E))

= EvD(colimE
ps τF )

' colimE
ps(τ

D
F )

' colim
τDF
ps E

where the last step holds by the commutativity of weights and diagrams
(see Proposition 2.9.1): but the last colimit is precisely the one defined as
LanF op(E)(D) in the proof of Proposition 3.2.1.

3.3 Computation of inverse images

Since an inverse image LanF op(E) is a weighted pesudocolimit, we have now
the perfect opportunity to apply the techniques about colimits and localiza-
tions developed in Chapter 2. First of all, notice that by Proposition 2.9.6
the colimit LanF op(E) ' colimE

ps τF can be seen as a localization of either of
the following:

colimlax τF pEV ' colimE
lax τF ' colimτF

oplax E ' colimoplax EpτF ,

colimoplax τF pE ' colimE
oplax τF ' colimτF

lax E ' colimlax EpτV
F
.

Each of these localizations is performed with respect to the components of
a certain class of natural transformations appearing in the colimit cocone,
either indexed by arrows in the base category C (for the weighted colimits)
or by cartesian arrows in the G(E) or G(τF ) (for the conified counterparts).
Moreover, Remark 3.1.1(iii) implies that colimE

ps τF can also be seen as a
localization of colimlax(τV

F ◦ pE)op. In the following, we will focus on the
description of the localization

colimlax(E ◦ pτV
F

)→ colimE
ps τF

appearing in Proposition 2.9.7, which is based on an application of Propo-
sition 2.9.5 to explicitly compute lax colimits using Grothendieck fibrations.
We also remark that computing any of the other colimits using Proposition
2.9.5 yields exactly the same category: indeed, computing op-/lax colimits
with the Grothendieck construction is an optimal way of computing them,
and irons out all the conceptual differences between the possible different
presentations.
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First of, let us compute the fibrations associated with the functors τF
and τDF . If we consider the functor

τF : C → cFibD,

as a functor with values in Cat, a quick computation shows that the opfibra-
tion corresponding to τF , i.e. the opposite of the functor pτV

F
: G(τV

F )→ Cop

(see Remark 2.1.2(i)), is precisely the comma category

πC : (1D ↓F )→ C,

with πC forgetting the component in D. The same category is also fibred
over D, by considering the functor

πD : (1D ↓F )→ D

which forgets the component in C. In a similar way, each functor

τDF : C → Set

is associated with the opfibration

πDC : (D↓F )→ C.

We are now ready to prove the following:
Proposition 3.3.1. Consider a pseudofunctor E : Cop → Cat and a functor
F : C → D. Consider the category (D↓F ◦ pE), whose objects are arrows [d :
D → F ◦ pE(X,U)] and whose morphisms (y, a) : [d′ : D → F ◦ pE(Y, V )]→
[d : D → F ◦ pE(X,U)] are indexed by arrows (y, a) : (Y, V ) → (X,U) such
that F (y) ◦ d′ = d. Consider the class of arrows

SD :=

{
[d′]

(y,a)−−−→ [d]

∣∣∣∣ (y, a) cartesian in G(E)

}
:

then
LanF op(E)(D) ' (D↓F ◦ pE)[S−1

D ].

From a fibred point of view, let p : P → C be a cloven fibration. Consider
the fibration of generalized elements

(1D ↓(F ◦ p)) r−→ D

of the functor F ◦ p, whose objects are arrows [d : D → (F ◦ p)(U)] of D,
and a morphism

(e, α) : [d′ : D′ → (F ◦ p)(V )]→ [d : D → (F ◦ p)(U)]

is indexed by an arrow e : D′ → D in D and an arrow α : V → U in P such
that (F ◦ p)(α) ◦ d′ = d ◦ e. Consider the class of arrows

S := {(e, α) : [d′]→ [d] | (e, α) r-vertical, α cartesian in P} :

then
LanF op([p]) ' (1D ↓(F ◦ p))[S−1].
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Proof. Proposition 2.9.6 provided us with various possibilities to compute a
pseudocolimit such as LanF op(E)(D) := colim

τDF
ps E by localizing a lax col-

imit: in this circumstance, exploiting Proposition 2.9.7 seems to provide the
simplest and most suggestive description of the inverse image. Said result
states that we can consider the pullback

colimlax(E ◦ p(τDF )V) G(E)

G((τDF )V)op C

(πD)′

πDE

pE

pop
(τD
F

)V

,

and colim
τDF
ps E is the localization of colimlax(E ◦ p(τDF )V) with respect to

the morphisms that are (πD)′-cartesian and are mapped via πDE to pE-
cartesian arrows. Now we can perform the following simplifications: first
of all (τDF )V ∼= τDF , since it is a discrete functor; secondly, as we mentioned
at the beginning of this section, the functor pop

τDF
corresponds to the canonical

projection
πDC : (D↓F )→ C;

finally, the explicit description of colimlax(E ◦ p(τDF )V) of Proposition 2.9.7
provides, in this case, the category (D↓F ◦ pE). Therefore, the pullback
above can be rewritten as

(D↓F ◦ pE) G(E)

(D↓F ) C

(πD)′

πDE

pE

πDF

.

Finally, notice that an arrow

[d′ : D → F ◦ pE(Y, V )]
(y,a)−−−→ [d : D → F ◦ pE(X,U)]

in (D↓F ◦ pE) is (πD)′-cartesian if and only if (y, a) is pE-cartesian as an
arrow in G(E), which is the same as to say that it is mapped to a pE-cartesian
arrow via the forgetful functor πDE : therefore, LanF op(E)(D) is computed
localizing (D↓F ◦ pE) with respect to all its arrows whose component in
G(E) is cartesian, i.e. with respect to the class SD.

Now, if we consider each category (D↓F ◦ p) as the fibre in D of the
pseudofunctor

(−↓F ◦ p) : Dop → Cat,

then LanF op [p](D) is a localization of it; moreover, said localization is com-
patible with transition morphisms, i.e. given g : D′ → D in D, the transition
morphism

− ◦ e : (D↓F ◦ p)→ (D′ ↓F ◦ p)
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restricts to a functor

(D↓F ◦ p)[S−1
D ]→ (D′ ↓F ◦ p)[S−1

D′ ].

Therefore, we may apply Lemma 2.8.2: the fibration associated to the local-
ized pseudofunctor

(−↓F ◦ p)[S−1
(−)] : Dop → Cat

is the localization of the fibration associated to (−↓F ◦ p) , which is the
fibration of generalized elements

(1D ↓F ◦ p)
r−→ D,

with respect to the class of arrows

(e, α) : [d′ : D′ → Fp(V )]→ [d : D → Fp(U)]

that are πD-vertical (i.e. e is invertible) and such that their component α in
the fibre belongs to SD′ . This provides the description of LanF op([p]) in the
statement.

Remarks 3.3.1. (i) We could also have computed LanF op([p]) directly
by using our results on colimits: it is however instructive to see that
it is in fact a fibrewise localization of another pseudofunctor. This
shows that, when computing inverse images, we can follow two different
paths: we can first act a fibrewise localization of (D↓F ◦ pE), and the
‘universalize’ it, i.e. compute the associated fibration; or alternatively,
we can universalize and then localize the associated fibration.

(ii) The fibrational description of invere images could also be proven di-
rectly without resorting to the indexed formalism at all, but instead by
showing explicitly the equivalence of categories

cFibC([p], F
∗[q]) ' cFibD((1D ↓F ◦ p)[S−1], [q])

for p : P → C and q : Q → D fibrations. The proof goes as follows: by
definition of pseudopullback, a pair (G, γ) as in the diagram

P C ×D Q

C

G

p
F ∗(q)γ

∼

corresponds to a pair (G1, γ1) as in the diagram

P Q

C D

p

G

q
γ1
∼

F

;
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since q is a cloven fibration we can apply Corollary 5.2.2, and we obtain
a unique pair (G2, γ2) as in the diagram

(1D ↓F ◦ p) Q

D
πD

G2

qγ2
∼

,

and moreover the functor G2 is a morphism of fibrations. What we said
so far is true for any functor G: one can then verify explicitly thatG is a
morphism of fibrations if and only if G2 inverts all arrows in S, and thus
factors through the localization as a functor Ḡ : (1D ↓F ◦ p)→ Q. The
correspondence between G and Ḡ describes (on objects) the equivalence
between hom-categories given by the adjunction.

(iii) The explicit description of inverse images can be notably applied to
describe the inverse image of a stack along a morphism of sites, as well
as the essential image of a stack along a continuous comorphism of sites
(see Section 3.4).

Let us sum up all the categories at hand in the following diagram:

(D↓F ◦ p) (1D ↓F ◦ p) G(E)

(D↓F ) (1D ↓F ) C

1 D

pπ′

πE

πC

(πD)′

! πD

eD

y

yy
r

πDC

πDE

,

where all the squares are pullbacks since they correspond to the computation
of direct images of fibrations: this implies that all the vertical functors are
all fibrations. On the other hand, πC = pop

τV
F

is an opfibration, and thus its
pullback πE is also an opfibration. The fibration LanF op [p] is the localization
of (1D ↓F ◦ p) at the class of arrows that are r-vertical and whose image via
πE is p-cartesian; similarly, the single fibre LanF op(E)(D) is the localization
of (D↓F ◦ p) at the class of arrows whose image via πDE is p-cartesian: notice
that in this case there is no need to consider the vertical arrows, since every
arrow in (D↓F ◦ p) is vertical with respect to the unique functor to 1.
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3.4 Change of base for stacks

We now reintroduce topologies into the discourse: starting from two sites
(C, J) and (D,K), we wish to study direct and inverse images of stacks
along a functor F : C → D. In analogy with the case of presheaves, the
main ingredient is the (J,K)-continuity of F , which was necessary to restrict
the adjunction lanF op a F ∗ : [Dop,Set] → [Cop,Set] to a weak geometric
morphism Sh(F ) : Sh(D,K)→ Sh(C, J) (see Proposition 2.10.5).

Let us begin by the following technical lemma:
Lemma 3.4.1. Consider two small-generated sites (C, J) and (D,K) and
a functor F : C → D: then F is (J,K)-continuous if and only if for every
J-covering sieve m : R � よ(X) the arrow aK(lanF op(m)) of Sh(D,K) is
an isomorphism.

Proof. This can be immediately proven by considering, for every J-covering
sieve m : R � よ(X) and every K-sheaf P , the commutative square of
Hom-sets

Sh(D,K)(aK lanF op(よ(X)), P ) [Cop,Set](よ(X), P ◦ F op)

Sh(D,K)(aK lanF op(R), P ) [Cop,Set](R,P ◦ F op)

∼

−◦aK lanFop (m) −◦m

∼

,

where the horizontal isomorphisms are given by the adjunction aK lanF op a
(− ◦ F op)iK . The left-hand vertical map is an isomorphism if and only
if aK lanF op(m) is an isomorphism, while the right-hand one if and only if
F ◦Rop is a J-sheaf, i.e. if and only if F is (J,K)-continuous.

Remark 3.4.1. This result can also be obtained from Exposé II, Proposition
5.3 and Exposé III, Proposition 1.2 of [1].

We are now ready to state that continuous functors are precisely those
whose direct image preserves the property of being a stack, extending the
content of Proposition 2.10.5(i)-(ii):
Proposition 3.4.2. Consider two sites (C, J) and (D,K) and a functor
F : C → D: then F is (J,K)-continuous functor if and only if F ∗ : IndD →
IndC restricts to a 2-functor St(D,K)→ St(C, J).

Proof. One implication is obvious: if F∗ maps K-stacks to J-stacks, in par-
ticular it maps K-sheaves to J-sheaves, and thus F is (J,K)-continuous.
Now suppose instead that F is (J,K)-continuous, and consider a K-stack
E : Dop → CAT: we have to show that E ◦ F op : Cop → CAT is a J-stack,
i.e. that for every J-covering sieve m : S �よ(X) the functor

IndC(よ(X),E ◦ F op)
−◦m−−−→ IndC(S,E ◦ F op)
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is an equivalence (see Definition 2.6.2). To do so, we exploit the 2-adjunction
sKLanF op a (− ◦ F op)iK : the functor − ◦m translates into the functor

L′S : St(D,K)(sKLanF op(よ(X)),E)→ St(D,K)(sKLanF op(S),E)

acting by precomposition with − ◦ sKLanF op(m). The 2-functors sK and
LanF op act on presheaves respectively like aK and lanF op : but by the pre-
vious lemma F is (J,K)-continuous if and only if each aK lanF op(m) '
sKLanF op(m) is an isomorphism of sheaves, and thus L′S is an equiva-
lence.

Remark 3.4.2. An explicit proof of this, though burdened by lengthy calcu-
lations, is not hard to provide. Recall from Section 2.6 that a pseudonatural
transfomation S ⇒ E ◦F op can be interpreted as descent data (Uy, αy,z)y∈S ,
i.e. the given of objects Uy ∈ E(F (Y )) for every y : Y → X in S(Y ), and of
a family of isomorphisms αy,z : E(F (z))(Uy) ' Uyz of E(F (Z)) for every y in
S and every z : Z → Y , satisfying suitable compatibility properties. Since F
is continuous it is in particular cover-preserving, and hence F (S) generates
a K-covering sieve R over F (X) in D. Now, starting from the descent data
(Uy, αy,z), one can obtain data (U ′f , α

′
f,g)f∈R for E. Indeed, any arrow f ∈ R

is of the kind F (y)h for some y ∈ S, and thus we set U ′f = E(h)(Uy), and
the isomorphisms α′ are then defined in the obvious way: the fact that this
yields well-defined descent data for E can be proved exploiting the cofinality
condition for (J,K)-continuous functors in Proposition 2.10.5(iii). Now we
can work with E, which we assumed to be a stack: therefore the descent
data (U ′f , α

′
f,g)f∈R admit a ‘gluing’ U ′ ∈ E(F (X)), which one can the prove

is also a gluing for the original descent datum (Uy, αy,z) of the indexed cat-
egory E ◦ F op. A similar argument works for morphisms of descent data,
proving that the functor − ◦ m in the previous proposition is in fact an
equivalence.

We can now conclude that, similarly to what happens with sheaves,
(J,K)-continuous functors and in particular morphisms of sites induce an
adjunction between categories of stacks:
Corollary 3.4.3. Consider a morphism of sites F : (C, J) → (D,K), or
more generally a (J,K)-continuous functor: it induces a 2-adjunction

Sts(C, J) Sts(D,K)

St(F )∗

St(F )∗

a

,

whose pair we shall refer to simply by St(F ). The 2-functor St(F )∗ is called
the direct image of stacks along F and acts as the precomposition

F ∗ := (− ◦ F op) : IndD → IndC ;
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In terms of fibrations, a stack q : E → D is mapped by St(F )∗ to its strict
pseudopullback p : P → C along F . The left adjoint St(F )∗ is the inverse
image of stacks along F and acts as the composite

Sts(C, J)
iJ−→ IndsC

LanFop−−−−→ IndsD
sK−−→ Sts(D,K),

where sK denotes the stackification functor and LanF op can be computed as
in Proposition 3.2.1. In terms of fibrations, a stack p : P → C is mapped by
St(F )∗ to the stackification of its inverse image LanF op([p]) along F , which
can be computed as in Proposition 3.3.1.

In particular, any geometric morphism f : F → E induces a pair of
adjoint functors, denoted by St(f):

Sts(E ) Sts(F )

St(f)∗

St(f)∗

a

.

Proof. The fact that sK ◦ LanF op ◦ iJ is adjoint to St(F )∗ is a standard
argument. Proposition 3.4.2 showed that the precomposition − ◦ F op maps
stacks to stacks when F is (J,K)-continuous, and justifies the description
of St(F )∗ in C-indexed terms; its description in fibrational terms as a pseu-
dopullback comes instead from Proposition 3.1.1. The last claim holds since
any geometric morphism f : F → E can be seen as a morphism of sites
f∗ : (E , Jcan

E )→ (F , Jcan
F ).

As already mentioned in Subsection 2.6.4, one important consequence of
the fact that the direct image along continuous functors preserves stacks is
the fact that all canonical fibrations are stacks, if those of toposes are:
Corollary 3.4.4. Suppose that for every topos E its canonical fibration
S(E ,Jcan

E ) is a stack: then for any site (C, J) its canonical fibration S(C,J)

is a stack.

Proof. Consider the topos E = Sh(C, J): then one can check immediately
that the direct image of S(E ,Jcan

E ) along the morphism of sites

(C, J)
`J−→ (E , Jcan

E ),

is the canonical fibration S(C,J). But `J is (J, Jcan
E )-continuous and the canon-

ical fibration S(E ,Jcan
E ) is a Jcan

E -stack, thus S(C,J) is a J-stack.

As we know, when F : (C, J)→ (D,K) is not only (J,K)-continuous but
a morphism of sites, the adjunction Sh(F ) is actually a geometric morphism,
i.e. the inverse image Sh(F )∗ is a lex functor: the same holds for St(F )∗,
as we will show in a moment using internal categories. We have avoided
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exploiting the theory of internal categories as much as possible for the reasons
already expressed in the introduction: even though internal categories in a
topos are closely related to stacks over the site of definition (we will recall how
in the proof of the next result), the passage from stacks to internal categories
requires a process of ‘rigidification’ which is not only cumbersome for many
practical uses, but also unnatural in a theory that was born precisely to give
more ‘elasticity’ to the theory of sheaves. However, in this case the formalism
of internal categories proves to be much more efficient than an explicit check
on the limit preservation of LanF op , which is why we will exploit it.

Let us recall briefly that given any category E with finite limits, an inter-
nal category A in E is the given of an object of objects A0 and of an object
of arrows A1, along with morphisms representing domain, codomain etc.,
pasted together into some commutative diagrams (for more details see [21,
Section B2.3]). Internal categories of E form a 2-category Cat(E): since
internal categories can be described uniquely by commutative diagrams and
pullbacks, they are preserved by any lex functor1. When E is a topos of
sheaves Sh(C, J), objects of Cat(Sh(C, J)) can be seen as split small dis-
crete J-stacks of C by a form of ‘externalization’ which associates A with a
strict functor Ā : Cop → Cat, by defining, for every X in C, the category
Ā(X) as the category whose set of objects is A0(X) and whose set of arrows
is A1(X).

With this in mind, we are now ready to prove the following result:
Proposition 3.4.5. Consider a morphism of sites F : (C, J) → (D,K):
then the adjoints St(F )∗ a St(F )∗ : Sts(C, J) → Sts(D,K) act on internal
categories as the adjoints Sh(F )∗ and Sh(F )∗.

In particular, given two sites (C, J) and (D,K), a functor F : C → D
is a morphism of sites if and only if St(F )∗ preserves finite pseudolimits of
small stacks.

Proof. Consider the diagram

Sts(D,K) Sts(C, J)

sSts(D,K) sSts(C, J)

Cat(Sh(D,K)) Cat(Sh(C, J))

∼ ∼

Sh(F )∗

St(F )∗

(−) (−) ,

where the bent arrows represent the externalization of an internal category,
and sSt denotes the 2-category of split stacks (in analogy with Fib and
sFib). By an abuse of notation we call St(F )∗ the lower horizontal arrow,

1From a logical standpoint, this holds as internal categories are models for a cartesian
theory: for more details see [21, Example D1.2.15(e)]
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which is actually the action of the lex functor St(F )∗ on internal categories.
Given an internal category A in Sh(D,K), we can now compute the two
stacks St(F )∗(Ā) and Sh(F )∗(A) : Cop → Cat: for each object X in C, one
immediately checks that both categories St(F )∗(Ā)(X) and Sh(F )∗(A)(X)
have the set of objects A0(F (X)), because the action of St(F )∗ and Sh(F )∗
is just precomposition with F op; the same holds for the set of morphisms,
and all the relevant data (domains, codomains, etc.) are the same. This
means that the diagram above is commutative, meaning that St(F )∗ and
Sh(F )∗ act on internal categories essentially in the same way. In turn, this
entails that the two left adjoints St(F )∗ and Sh(F )∗ act essentially in the
same way on internal categories.

The last claim is now obvious: if St(F )∗ preserves finite limits, its re-
striction to sheaves Sh(F )∗ preserves a fortiori finite limits of sheaves, and
thus F is a morphism of sites. Conversely, if F is a morphism of sites Sh(F )∗

preserves finite limits: in particular so it does with finite limits of internal
categories. But since the action of Sh(F )∗ and St(F )∗ is essentially the
same on internal categories, it follows that St(F )∗ must also preserve said
limits.

Remarks 3.4.3. (i) This is an extension of Corollaire 3.2.9 of [14, Chap-
ter II], where it is shown that if F : (C, J)→ (D,K) is a morphism of
sites then St(F )∗ preserves finite products of stacks.

(ii) Consider a functor A from a site C to a Grothendieck topos E : then A
is (J, Jcan

E )-continuous if and only if it is J-continuous in the sense of
Section VII.7 of [27]: i.e., it maps J-covering sieves to colimit cocones,
or analogously if for each E in E the presheaf

E (A(−), E) : Cop → Set

is a J-sheaf. Now, in light of the equivalence E ' Sh(E , Jcan
E ), we can

consider instead presheaves of the form

Sh(E , Jcan
E )((` ◦A)(−),W ),

where W is a Jcan
E -sheaf on E and ` : E → Sh(E , Jcan

E ) is the canonical
functor given by the Yoneda embedding. Now let us denote by L : E →
St(E ) the pseudofunctor sending any E in E to the presheaf よE (E),
which is a Jcan

E -sheaf and hence a Jcan
E -stack: We could formulate an

analogous condition of ‘J-stack-continuity’ for A, asking that for any
stack D on E , the pseudofunctor

St(E )((L ◦A)(−),D) : Cop → Cat

is a J-stack. Unsurprisingly, the two conditions are equivalent. Of
course, J-stack-continuity implies immediately J-continuity. On the
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other hand, suppose that A is J-continuous: this means that St(A)∗ =
(− ◦ Aop) maps Jcan

E -stacks to J-stacks. But it follows immediately
from the definitions and from fibred Yoneda’s lemma that

St(E )((L ◦A)(−),D) ' D(A(−)) = St(A)∗(D),

and thus J-continuity implies J-stack-continuity holds.
Proposition 3.4.5 has also the following fundamental consequence:

Corollary 3.4.6. Given a site (C, J), the category of J-stacks over C is
equivalent to the category of stacks over Sh(C, J) for the canonical topology:

Sts(C, J) ' Sts(Sh(C, J), Jcan
Sh(C,J)).

Proof. It is well known that the functor `J : C → Sh(C, J) is a (J, Jcan
Sh(C,J))-

morphism of sites inducing an equivalence

Sh(`J) : Sh(Sh(C, J), Jcan
Sh(C,J))

∼−→ Sh(C, J).

This implies that Sh(`J) acts as an equivalence on the internal categories of
the two toposes: but since every J-stack is equivalent to split J-stack, and
hence to an internal category, by fibred Yoneda’s lemma, the functor

St(`J) : Sts(Sh(C, J), Jcan
Sh(C,J))→ Sts(C, J);

is an equivalence.

In a similar way to morphisms of sites, comorphisms of sites also induce
an adjunction between categories of stacks, this time by restricting the action
of the right Kan extension:
Proposition 3.4.7. Consider a comorphism of sites F : (C, J) → (D,K):
it induces a 2-adjunction

Sts(D,K) Sts(C, J)

(CSt
F )∗

(CSt
F )∗

a

,

whose pair we shall refer to by CSt
F . The right adjoint (CSt

F )∗ acts by restric-
tion of the right Kan extension RanF op (see Proposition 3.2.1) to stacks; on
the other hand, the left adjoint (CSt

F )∗ acts as the composite 2-functor

Sts(D,K)
iK−→ IndsD

F ∗−−→ IndsC
sJ−→ Sts(C, J),

where F ∗ := (− ◦ F op) and sJ is the stackification functor. Moreover, there
is an equivalence

(CSt
F )∗ ◦ sK ∼= sJ ◦ F ∗.
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Proof. We only need to show F is a comorphism of sites if and only if the 2-
functor RanF op : IndC → IndD restricts to a 2-functor (CSt

F )∗ : St(C, J)→
St(D,K): by standard considerations on adjoints (see Lemma 3.5.1 below)
one verifies that (CSt

F )∗ := sJ ◦ F ∗ ◦ iK provides a left adjoint to (CSt
F )∗.

Suppose first that RanF op maps J-stacks to K-stacks: then in particular
it maps J-sheaves to K-sheaves and hence F is a comorphism by condi-
tion (ii) of Definition 2.10.1. Conversely, suppose that F is a comorphism,
consider a J-stack D : Cop → Cat, a K-sieve mS : S � よ(D) and the
diagram

IndD(よ(D),RanF op(D)) IndC(よ(C) ◦ F op,D)

IndD(S,RanF op(D)) IndC(S ◦ F op,D)

−◦mS

∼

−◦(mS◦F op)

∼

,

where the horizontal equivalences come from the adjunction F ∗ a RanF op .
By condition (iv) of Definition 2.10.1 the precomposition F ∗ := (− ◦ F op) :
[Dop,Set] → [Cop,Set] maps any K-dense monomorphism to a J-dense
monomorphism: in other words, if mS : S � よ(D) is a K-sieve, then
F ∗(mS) = (− ◦ (mS ◦ F op) : S ◦ F op � よ(C) ◦ F op is J-dense. Since
F ∗(mS) is J-dense and D is a J-stack, the vertical arrow on the right is an
equivalence, and thus the one on the left is, showing that RanF op(D) is a
K-stack.

The last claim is justified by the fact that both (CSt
F )∗ ◦ sK and sJ ◦ F ∗

are left adjoint to iK ◦ (CSt
F )∗ ∼= RanF op ◦ iJ .

Corollary 3.4.8. Consider a (J,K)-continuous comorphism of sites

F : (C, J)→ (D,K) :

it induces a triple of adjoints

Sts(C, J) Sts(D,K)

(CSt
F )!

(CSt
F )∗

(CSt
F )∗a

a

,

where (CSt
F )∗ acts by restriction of RanF op, (CSt

F )∗ = St(F )∗ acts by restric-
tion of F ∗ and (CSt

F )! = St(F )∗ is the composite 2-functor

Sts(C, J)
iJ−→ IndsC

LanFop−−−−→ IndsD
sK−−→ Sts(D,K).

Proof. This is an immediate consequence of the previous results: the action
of RanF op restricts to stacks since F is a comorphism, while that of F ∗

restricts to stacks since F is continuous.
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3.5 Operations on sheaves versus operations on stacks

In Section 2.7 we introduced the truncation-inclusion adjunction

Sh(C, J) Sts(C, J),
jJ

tJ

`

which describes the connection between J-sheaves and J-stacks: the same
functors relate the action of morphisms and comorphisms of sites on stacks
to their action on sheaves. To study this relation, let us first recall a technical
result about adjunctions:
Lemma 3.5.1. Consider a diagram of 2-functors

A C

D

R

R′

L
`

i

and suppose R ∼= i ◦R′: then L ◦ i a R′.
This can be applied to a (J,K)-continuous functor as follows:

Proposition 3.5.2. Consider a continuous functor F : (C, J) → (D,K).
The the inverse image Sh(F )∗ : Sh(C, J) → Sh(D,K) is isomorphic to the
composite functor

Sh(C, J)
jJ
↪−→ Sts(C, J)

St(F )∗−−−−→ Sts(D,K)
tK−→ Sh(D,K).

In particular, if we denote by tC a jC : [Cop,Set] ↪→ IndC the truncation-
inclusion adjunction in the case of the trivial topology on C, then lanF op :
[Cop,Set]→ [Dop,Set] is isomorphic to the composite

[Cop,Set]
jC
↪−→ IndsC

LanFop−−−−→ IndsD
tD−→ [Dop,Set].

Proof. Since the 2-functor St(F )∗ : St(D,K)→ St(C, J) acts by precompo-
sition with F op, its action restricts to that of Sh(F )∗ on sheaves: but then
we can consider the diagram

Sh(D,K) Sts(D,K) Sts(C, J)

Sh(C, J)Sh(F )∗

jK St(F )∗

tK

`

St(F )∗

`

jJ ,

and by applying Lemma 3.5.1 it follows that the left adjoint Sh(F )∗ is iso-
morphic to the composite tK ◦ St(F )∗ ◦ jJ .
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Similarly, the geometric morphism induced by a comorphism of sites is
obtained by truncating the adjunction between categories of stacks as follows:
Proposition 3.5.3. Consider a comorphism of sites F : (C, J) → (D,K).
The inverse image C∗F : Sh(D,K) → Sh(C, J) of the geometric morphism
induced by F is isomorphic to the composite functor

Sh(D,K)
jK
↪−→ Sts(D,K)

(CSt
F )∗

−−−−→ Sts(C, J)
tJ−→ Sh(C, J).

Proof. Notice that the two inclusions

Sh(C, J)
ιJ
↪−→ [Cop,Set]

jC
↪−→ IndC , Sh(C, J)

jJ
↪−→ St(C, J)

iJ
↪−→ IndC

are equal, and thus their left adjoints are isomorphic: aJ ◦ tC ∼= τJ ◦ sJ . But
then the following holds:

tJ ◦ (CSt
F )∗ ◦ jK = tJ ◦ sJ ◦ F ∗ ◦ iK ◦ jK

∼= aJ ◦ tC ◦ F ∗ ◦ jD ◦ ιK .

As we know, the 2-functor F ∗ : IndD → IndC restricts to presheaves: if we
adopt (with a slight abuse of notation) the same symbol for the restriction
F ∗ : [Dop,Set]→ [Cop,Set], we have thus the isomorphism F ∗◦jD ∼= jC ◦F ∗,
and hence

aJ ◦ tC ◦ F ∗ ◦ jD ◦ ιK ∼= aJ ◦ tC ◦ jC ◦ F ∗ ◦ ιK
Finally, since jC is fully faithful with left adjoint tC , the composite tC ◦ jC ∼=
is isomorphic to the identity functor of [Cop,Set], and therefore we may
conclude that

tJ ◦ (CSt
F )∗ ◦ jK ∼= aJ ◦ F ∗ ◦ ιK ∼= C∗F .

3.5.1 A fibrational description of Sh(F )

Applying our knowledge about base change of stacks, we can describe in a
fibrational fashion base change functors for sheaves.
Lemma 3.5.4. Let F : C → D be a functor, K a Grothendieck topology on
D and `K : D → Sh(D,K) be the canonical functor. Then the functor aK ◦
lanF op : [Cop,Set] → Sh(D,K) admits the following fibrational description:
for any presheaf P on C,

aK ◦ lanF op(P ) = colim(`K ◦ F ◦ πP ).

In other words, aK ◦ lanF op(P ) coincides with the discrete part of the K-
comprehensive factorization of the composite functor F ◦ πP .
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Proof. From P ' colim(よC ◦ πP ) it follows that

aK ◦ lanF op(P ) ' aK ◦ lanF op(colim(よC ◦ πP ))

' colim(aK ◦ lanF op ◦よC ◦ πP )

' colim(aK ◦よD ◦ F ◦ πP )

' colim(`K ◦ F ◦ πP ).

The last claim is just the definition of K-comprehensive factorization (see
Definition 2.7.1).

Proposition 3.5.5. Let F : (C, J) → (D,K) be a (J,K)-continuous func-
tor. Then the inverse image Sh(F )∗ : Sh(C, J) → Sh(D,K) of the weak
morphism of toposes Sh(D,K)→ Sh(C, J) induced by F admits the follow-
ing fibrational description: for any J-sheaf P on C, Sh(F )∗(P ) coincides
with the discrete part of the K-comprehensive factorization of the composite
functor F ◦ πP .

In particular, if F is a continuous comorphism of sites (C, J)→ (D,K),
the essential image (CF )!(P ) of a J-sheaf P coincides with the discrete part
of the K-comprehensive factorization of the composite functor F ◦πP . From
a topos-theoretic point of view, the sheaf (CF )!(P ) corresponds to the second
component of the (terminally connected, local homeomorphism)-factorization
of the geometric morphism CF ◦

∏
P :

Sh(C, J)/P Sh(D,K)/(CF )!(P )

Sh(C, J) Sh(D,K)

term. conn.

∏
P

∏
(CF )!(P )

CF

.

Proof. The two functors Sh(F )∗ and (CF )! are defined as the composite

Sh(C, J)
ιJ
↪−→ [Cop,Set]

lanFop−−−−→ [Dop,Set]
aK−−→ Sh(D,K),

and then we showed in the previous result that aK ◦ lanF op acts by mapping
any presheaf P to the discrete part of the K-comprehensive factorization of
F ◦πP . We have mentioned, after Definition 2.7.1, that theK-comprehensive
factorization of a continuous comorphism of sites p induces the (terminally
connected, local homeomorphism)-factorization of the corresponding geo-
metric morphism Cp: therefore, from the K-comprehensive factorization of
the continuous comorphism of sites

(
∫
P, JP )

πP−−→ (C, J)
F−→ (D,K)

as
(
∫
P, JP )

F̄−→ (
∫

(CF )!(P ), J(CF )!(P ))
π(CF )!(P )−−−−−−→ (D,K),
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we can deduce that the (terminally connected, étale)-factorization of the
geometric morphism CF◦πP

∼= CF ◦ CπP is given by

Sh(
∫
P, JP )

CF̄−−→ Sh(
∫

(CF )!(P ), J(CF )!(P ))
Cπ(CF )!(P )−−−−−−−→ Sh(D,K).

Finally, from Proposition 2.10.7 we recall that Sh(
∫
P, JP ) ' Sh(C, J)/P

and CπP ∼=
∏
P , and similar identities hold for the K-sheaf (CF )!(P ).

In particular, when topologies are not involved the change of base can
be describe in fibrational terms as follows:
Proposition 3.5.6. Consider a functor F : C → D, and two presheaves
P : Cop → Set and Q : Dop → Set with associated fibrations πP :

∫
P → C

and πQ :
∫
Q→ D:

• the direct image of Q along F is computed as the strict pullback of πQ
along F : ∫

(F ∗(Q))
∫
Q

C D

πQ

F

y

• consider the fibration r : (1D ↓F ◦ πP )→ D, and denote its class of r-
vertical arrows by S: the fibration associated to the presheaf LanF op(P )
is computed as the localization r̄ : (1D ↓F ◦ πP )[S−1] → D, and the
fibration associated to lanF op(P ) by taking the second component of the
comprehensive factorization of r̄:

(1D ↓F ◦ πP ) D

(1D ↓F ◦ πP )[S−1]

∫
(lanF op(P )).

r

r̄

πlanFop (P )

co
m

pr
.

fa
ct

.

Proof. The description of the direct image follows directly from its fibrational
definition as a pullback. Notice that the pseudopullback of πP along F is in
general a Street fibration, but one can show immediately that it is equiva-
lent to the strict pullback of πP along F , which is instead a Grothendieck
fibration.

The description of LanF op(P ) is the one appearing in Proposition 3.3.1:
LanF op(P ) is computed by localizing (1D ↓F ◦ πP ) with respect to the class
of its vertical arrows whose component in

∫
P is cartesian. But, since every

arrow in
∫
P is cartesian, for P is discrete, we conclude that r̄ is the fibration
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associated with lanF op(P ). Finally, we know by Proposition 3.5.2 that the
fibration of lanF op can be recovered as the truncation of r̄, and by Corollary
2.7.4 the truncation functor tD : IndD → [Dop,Set] acts on fibrations by
mapping to the second component of the comprehensive factorization.

3.5.2 Inverse images and pullbacks

At the very beginning of the chapter we have recalled the definition of inverse
image for sheaves over topological spaces, whose construction appears for
instance as Theorem 2 of [27, Chapter II, Section 9]: given a continuous
function f : X → Y between topological spaces, the inverse image Sh(f)∗

of the geometric morphism

Sh(f) : Sh(X)→ Sh(Y )

induced by f corresponds under the equivalences

Sh(X) ' Etale/X

and
Sh(Y ) ' Etale/Y

to the pullback operation along f in the category Top of topological spaces
and continuous maps between them. In this section we shall establish natural
extensions of this result in the context of arbitrary sites and toposes, where
the natural topos-theoretic analogue of the notion of continuous map between
topological spaces is the notion of geometric morphism.

Giraud’s article [15] shows in particular that classifying toposes of inverse
images of cartesian stacks can be used to compute pullbacks of toposes; his
result was later extended to the language of internal categories by Diaconescu
as follows:
Theorem 3.5.7 [12, Theorem 5.1]. Consider a geometric morphism f :
F → E and an internal category C in E . Denote by [Cop,E ] the cate-
gory of internal presheaves for C, and similarly by [f∗Cop,F ] the category
of internal presheaves for f∗C (it is still an internal category in F , since f∗

preserves finite limits). Then the square

[f∗Cop,F ] [Cop,E ]

F E

f̄

f

is a pullback in Topos, where f̄ is the geometric morphism whose inverse
image acts as f∗ on internal presheaves while the two vertical geometric
morphisms are the usual global sections functors.

95



This result can be expressed externally using stacks. We have recalled
in the proof of Proposition 3.4.5 that every stack over a site (C, J) is equiv-
alent to a split stack, which is nothing but an internal category of Sh(C, J);
with this in mind, Proposition 3.4.5 showed that the action of St(F ) on
stacks, seen as internal categories, corresponds to the action of Sh(F ).
Finally, given an internal category D in a topos Sh(C, J) the equivalence
GirJ(D) ' [Dop,Sh(C, J)] holds (cf. Definition 2.11.1 and Proposition C2.5.4
of [21]), and hence we can deduce the topos-theoretic analogue of the above-
mentioned pullback characterization of the inverse image operation on topo-
logical sheaves:
Proposition 3.5.8. Let F : (C, J)→ (D,K) be a morphism of sites and D
a small J-stack: then the square

GirK(St(F )∗(D)) GirJ(D)

Sh(D,K) Sh(C, J)

Cp(St(f)∗(D)) CpD

Sh(F )

is a pullback of toposes. In particular, for a geometric morphism f : F → E
and a stack D over E , the following square is a pullback of toposes:

GirF (St(f)∗(D)) GirE (D)

F E

Cp(St(f)∗(D)) CpD

f

.

Remark 3.5.1. The generalization of Giraud’s construction of pullbacks of
toposes for arbitrary stacks can be deduced directly from a relative Dia-
conescu’s equivalence theorem for arbitrary stacks, extending Corollary 2.5
of [15]. Such a result, and its application to the construction of pullbacks of
toposes, will be proved in a future version of this work.

In particular, for a geometric morphism CF induced by a continuous
comorphism of sites then the above pullback of toposes can be seen as induced
by a pseudopullback in Cat:
Proposition 3.5.9. Let F : (C, J) → (D,K) be a continuous comorphism
of sites and D a K-stack on D. Then the diagram

G((CSt
F )∗(D)) G(D)

C D

p
(CSt
F

)∗(D) pD

F
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(where the unnamed horizontal functor is the obvious one), is a pseudopull-
back in Cat, which is sent by the 2-functor C to a pullback in Topos:

GirJ((CSt
F )∗(D)) GirK(D)

Sh(C, J) Sh(D,K)

Cp
(CSt
F

)∗(D) CpD

CF

.

Proof. As F is continuous, by Corollary 3.4.8 the functor (CSt
F )∗ acts by

precomposition with F op, i.e. like the direct image functor F ∗ : IndD →
IndC : therefore, since by Proposition 3.1.1 the direct image F ∗ acts on
fibrations by pulling back along F , the first square is a pseudopullback. On
the other hand, the second square is a pullback of toposes as a consequence
of Proposition 3.5.8.

Remark 3.5.2. If F is a non-necessarily continuous comorphism of sites,
then (CSt

F )∗(D) is not simply D ◦ F op but rather its J-stackification, by the
definition of CSt

F provided in Proposition 3.4.7. Therefore, we may compute
first of all the pullback of pD along F , which provides the fibration associated
to D ◦ F op, and then J-stackify it.

In light of Remark 3.5.2, we can apply this expression for the inverse
image stack in the context of an arbitrary geometric morphism, induced by
a morphism of sites, in order to compute pullbacks of toposes along it. The
idea is to represent the morphism by means of the associated comorphism
of sites as in [9]. Still, this requires the replacement of the original site of
definition for the domain topos of the morphism with a Morita-equivalent
one, admitting a functor from it. It therefore remains the problem of turning
a stack on this site into a stack on the original site. For this, a generaliza-
tion to stacks of the relative comprehensive factorization of a functor, as
described in the next section, is useful, in allowing a generalization to stacks
of Proposition 3.5.5.
Proposition 3.5.10. Let F : (C, J) → (D,K) be a morphism of small-
generated sites and D a J-stack on C. Then, given the pseudopullback dia-
gram

G(π∗C(D)) G(D)

(1D ↓ F ) C

pπC∗(D) pD

πC

in Cat, St(F )∗(D) is the K-stack on D (equivalently, the stack on Sh(D,K)
with respect to the canonical topology) corresponding under the equivalence

CπD : Sh((1D ↓ F ), K̃) ' Sh(D,K)

to the K̃-stackification of the fibration pπC∗(D).
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If D is a J-sheaf on C then Sh(F )∗(D) is the K-sheaf on D corresponding
under the equivalence CπD to the K̃-sheafification of the fibration pπC∗(D);
in other words, it coincides with the K-comprehensive factorization of the
composite functor πD ◦ pπC∗(D).

Proof. Notice that the functor πC : (1D ↓F )→ C has a right adjoint i : C →
C → (1D ↓F ) defined by mapping an object X to the arrow 1FX : F (X)→
F (X) in (1D ↓F ): this implies that Laniop ' πop

C . Moreover, F = πD ◦ i.
Thus we have that

St(F )∗ ' sK ◦ LanF op ◦ iJ
' sK ◦ Lanπop

D
◦ Laniop ◦ iJ

' sK ◦ Lanπop
D
◦ π∗C ◦ iJ

' St(πD)∗ ◦ s
K̃
◦ π∗D ◦ iJ

where the first line is justified by Corollary 3.4.3 and the second and third
line by the identities above; the fourth line holds because St(πD)∗ ◦ s

K̃
and

sK ◦ Lanπop
D

are both left adjoints to i
K̃
◦ St(πD)∗ ' π∗D ◦ iK , and therefore

they are equivalent. Finally, St(πD) is an equivalence, since Sh(πD) ∼= CπD
is an equivalence.

The statement for sheaves can be proved in a perfectly analogous way.
The second assertion follows from Proposition 3.5.5 by observing that, since
πD is a comorphism of sites, the following diagram commutes:

[Cop,Set] [Dop,Set]

Sh(C, J) Sh(D,K)

aJ aK

CF

Corollary 3.5.11. Let f : F → E be a geometric morphism and D a stack
on E. Then, given the pseudopullback diagram

G(π∗C(D)) G(D)

(1F ↓ f∗) E

pπE∗(D) pD

πE

in Cat, f∗(D) is the stack on F corresponding under the equivalence

CπF : Sh((1F ↓ f∗), J̃can
F ) ' F

to the stackification of the fibration pπE∗(D).
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Chapter 4

Classification of geometric
morphisms via comorphisms of
sites

We devote the present chapter to the study of presentations of geometric
morphisms in terms of generators. The first section will provide the func-
torialization of some results of Section 2.10, showing that the category of
essential toposes is adjoint to that of sites and continuous comorphisms.
The second section will be devoted instead to the study of slice categories of
Topos: specifically, we will show that essential geometric morphisms over
a base topos, whose domain is presented by a continuous comorphism of
sites, admit a site-theoretic description radically different from the usual
presentation in terms of flat functors.

The point of view developed here will become instrumental later in Chap-
ter 6. We will see that the fundamental adjunction allows to interpret the
sheafification aJ : [Cop,Set]→ Sh(C, J) precisely in terms of sets of essential
geometric morphisms over a base topos whose domain is induced by a con-
tinuous comorphism of sites: therefore, combining that with the results of
this chapter will allow for various possible descriptions of the sheafification
functor (see Section 6.4).

4.1 Essential geometric morphisms and continuous
comorphisms of sites

The content of this section is basically a functorialization of two results of [9].
The first result is the equivalence

Comcont((D,K), (E , Jcan
E )) ' EssToposco(Sh(D,K),E )

which we recalled in Proposition 2.10.6. We can show that this equivalence
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presents a 2-adjunction between the category of sites and continuous comor-
phisms and that of toposes and essential geometric morphisms. One of the
two adjoints is the functor

C(−) : Comcont → EssToposco

that we have already know. Its right adjoint maps a topos E to the site
(E , Jcan

E ), an essential geometric morphism H : E → F to the functors H!

and a 2-cell ω : H ⇒ K of geometric morphisms to the 2-cell ω! : K! ⇒ H!

induced on the essential images. The only thing we need to prove is that H!

is in fact a continuous (Jcan
E , Jcan

F )-comorphism of sites: in fact, we will show
that at the level of sheaf toposes it induces precisely the geometric morphism
H, i.e. that there is a commutative diagram

[E op,Set] [F op,Set]

E F

ran
H

op
!

H

. First of all, notice that the adjunction H! a H∗ a H∗ implies the two
equivalences

(− ◦ (H∗)op) ' lanHop
∗
, (− ◦Hop

! ) ' lan(H∗)op .

It is well known that for any functor A : A → B the identity lanAopよA '
よBA holds, so in particular we have that, for any X in E and Y in F , there
are natural isomorphisms

よ(Y ) ◦Hop
! 'よ(H∗(Y )), ranHop

!
(よ(X)) 'よ(H∗(X))

which express precisely the fact that the adjunction lanHop
!
a (− ◦ Hop

! ) a
ranHop

!
restricts to the essential geometric morphism H : E → F , i.e. that

H! is a (Jcan
E , Jcan

F )-continuous comorphism of sites. One can then verify that
the correspondence is pseudonatural in (D,K) and E , and hence we obtain
the following:
Corollary 4.1.1. There is a 2-adjunction

Comcont EssToposco

C(−)

a

(−)!

acting as follows:

• C(−) maps a site (C, J) to the sheaf topos Sh(C, J); a continuous co-
morphism of sites A : (C, J)→ (D,K) is sent to the essential geometric
morphism CA : Sh(C, J) → Sh(D,K), and a natural transformation
α : A ⇒ B of comorphisms of sites to the natural transformation
Cα : CB ⇒ CA.
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• (−)! maps a Grothendieck topos E to the site (E , Jcan
E ), an essential

geometric morphism H : E → F to the continuous comorphism of sites
H! : (E , Jcan

E )→ (F , Jcan
F ) and a natural trasformation ω : H ⇒ K to

the natural transformation ω! : K! ⇒ H! between the essential images.

Moreover, the functor (−)! is 2-full and faithful.
In Section 4.4 of [9] a result similar to that of Proposition 2.10.6 is

sketched, where essential geometric morphisms F : Sh(C, J) → Sh(D,K)
are presented using liftings of topologies to presheaf toposes. More pre-
cisely, it is shown that given a site (C, J) there is a topology Ĵ on [Cop,Set],
called the presheaf lifting of J , which is the topology coinduced by J along
よC : C ↪→ [Cop,Set] (in the sense of [9, Proposition 6.11]): the topology Ĵ
makes よC into a comorphism of sites such that

CよC : Sh(C, J)→ Sh([Cop,Set], Ĵ)

is an equivalence of toposes. One can also check that the inclusion

Sh([Cop,Set], Ĵ) ↪→ [[Cop,Set]op,Set]

can be seen as the inclusion

Sh(C, J) ↪→ [Cop,Set]
よ[Cop,Set]

↪−−−−−−→ [[Cop,Set]op,Set].

Using this topology one can prove that essential geometric morphisms Sh(D,K)→
Sh(C, J) correspond to J-equivalence classes of continuous comorphisms of
sites (D,K) → ([Cop,Set], Ĵ), where two comorphisms of sites to [Cop,Set]
are J-equivalent if and only if they induce the same geometric morphism (up
to equivalence). The correspondence extends to natural transformations, and
thus we end up with the following:
Proposition 4.1.2. There is an equivalence of categories

EssToposco(Sh(D,K),Sh(C, J)) ' ComJ
cont((D,K), ([Cop,Set], Ĵ)),

where the category on the right is the category of continuous comorphisms of
sites (D,K)→ ([Cop,Set], Ĵ) up to J-equivalence, acting as follows:

• an essential geometric morphism F : Sh(D,K) → Sh(C, J) is sent
to the functor ιJF!`K : D → [Cop,Set], which proves to be a (K, Ĵ)-
continuous comorphism of sites; a natural trasformation ω : F ⇒ G
induces ω! : G! ⇒ F!, and thus we map it to the composite ιJ ◦ ω! ◦ `K .

• a continuous comorphism of sites A : (D,K)→ ([Cop,Set], Ĵ) will pro-
duce an essential geometric morphism Sh(D,K)→ Sh([Cop,Set], Ĵ) '
Sh(C, J), and the same holds for natural trasformations.

Moreover, the equivalence is pseudonatural in (D,K) and (C, J).
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Remark 4.1.1. Combining this result with Proposition 2.10.6, one gets in
particular an equivalence of categories

Comcont((D,K), (Sh(C, J), Jcan
Sh(C,J)))

ComJ
cont((D,K), ([Cop,Set], Ĵ)).

ιJ◦− aJ◦− .

4.2 Site-theoretic classification of geometric mor-
phisms over a base

Let us now tackle the following problem: is there a way to classify, in a
fashion similar to that of the previous section, geometric morphisms over a
base topos Sh(C, J), if we know that their domain or codomain is induced by
a comorphism of sites p : (D,K) → (C, J)? A first answer to this question
is Proposition 2.4 of [15]; we will provide a more general answer using the
results in the previous section.

We start by classifying essential geometric morphisms whose domain is
induced by a continuous comorphism of sites:
Proposition 4.2.1. Consider p : (D,K) → (C, J), a continuous comor-
phism of sites, and an essential geometric morphism E : E → Sh(C, J):
then there a pseudonatural equivalence of categories

EssToposco�Sh(C, J)(Sh(D,K),E ) ' Comcont((D,K), (E , Jcan
E ))/E∗`Jp

Moveover, this restricts to an equivalence between

EssToposco/Sh(C, J)(Sh(D,K),E )

and the full subcategory of Comcont((D,K), (E , Jcan
E ))/E∗`Jp whose 1-cells

are the natural transformations ξ : A⇒ E∗`Jp such that the composite

E!A
E!◦ξ===⇒ E!E

∗`Jp
ε◦`Jp====⇒ `Jp

is an isomorphism, where ε is the counit of E! a E∗.

Proof. First of all, let us specify how EssToposco � Sh(C, J)(Sh(D,K),E )
is made. Notice that the presence of co forces all the 2-cells appearing in the
definition of the lax slice to change direction: so for instance an object would
be a pair (F,ϕ) : [Cp] → [E], where F is an essential geometric morphism
Sh(D,K) → E and ϕ a natural transformation C∗p ⇒ F ∗E∗. However, we
can exploit the presence of the essential images to write the 2-cells in the
‘usual’ direction: objects of EssToposco � Sh(C, J)(Sh(D,K),E ) are pairs
(F,ϕ) with F : Sh(D,K) → E essential and ϕ : E!F! ⇒ (Cp)!. Similarly,
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given two such 1-cells (F,ϕ) and (G, γ), an arrow ω : (F,ϕ)⇒ (G, γ) is given
by a natural transformation ω : F! ⇒ G! satisfying the identity γ(E!◦ω) = ϕ.
Notice that we can exploit the adjunction E! a E∗ to obtain from ϕ a
natural transformation ϕ̄ : F! ⇒ E∗(Cp)!: then the identity γ(E! ◦ ω) = ϕ
translates into ϕ̄ = γ̄ω. Finally, notice that F!, ϕ̄ and ω are defined (up to
isomorphism) by their values on the generators of Sh(D,K): i.e., they are
uniquely defined by the composites F!`K , ϕ̄ ◦ `K and ω ◦ `K . But F!`K is
a continuous comorphism of sites presenting F , while E∗(Cp)!`K ' E∗`Jp:
thence we end up with the equivalence

EssToposco � Sh(C, J)(Sh(D,K),E ) ' Comcont((D,K), (E , Jcan
E ))/E∗`Jp

Now, notice that ϕ : E!F! ⇒ (Cp)! can be recovered from ϕ̄ as ϕ = (ε ◦
(Cp)!)(E! ◦ ϕ̄). Restricting again to the generators of Sh(D,K) and setting
ξ := ϕ̄ ◦ `K , then ϕ is an isomorphism if and only if (ε ◦ `Jp)(E! ◦ ξ) is.

Remark 4.2.1. There is a slight, but innocuous, abuse of notation in the
previous result: we wrote the right-hand term as a slice category of Comcont,
but the functor E∗`Jp in general is not a continuous comorphism of sites.

If instead we work with the equivalence of Proposition 4.1.2, we can
obtain a similar result for relative geometric morphisms whose domain and
codomain are both induced by continuous comorphisms of sites:
Proposition 4.2.2. Consider two continuous comorphisms p : (D,K) →
(C, J) and q : (E , T ) → (C, J): then there a pseudonatural equivalence of
categories between

EssToposco � Sh(C, J)(Sh(D,K),Sh(E , T ))

and
ComT

cont((D,K), ([Eop,Set], T̂ ))/q∗よCp.

Moveover, this restricts to an equivalence between

EssToposco/Sh(C, J)(Sh(D,K),E )

and the full subcategory of ComT
cont((D,K), ([Eop,Set], T̂ )/q∗よCp whose 1-

cells are the natural transformations τ : B ⇒ q∗よCp such that the composite

lanqopB
lanqop◦τ
=====⇒ lanqopq

∗よCp
ε′◦よCp=====⇒よCp.

is sent by aJ to an isomorphism, where ε′ is the counit of lanqop a q∗.

Proof. Let us again use the shorthands Sh(C, J) := C̃ and [Cop,Set] := Ĉ.
The previous proposition tells us that

EssToposco � C̃(D̃, Ẽ) ' Comcont((D,K), (Ẽ , Jcan
Ẽ ))/C∗q `Jp
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which starting from (F,ϕ) provides a natural transformation ϕ̄ : F!`K ⇒
C∗q `Jp. First of all, notice that C∗q `Jp = C∗q aJよCp ' aT q

∗よCp. Second of
all, set A := ιTF!`K and consider the composite ιT ◦ϕ̄ : A⇒ ιT aT q

∗よCp: we
are now in Ê , and we can perform the pullback of ιT ◦ϕ̄ componentwise along
η ◦ q∗よCp : q∗よCp⇒ ιT aT q

∗よCp, where η is the unit of aT a ιT . We obtain
a natural trasformation τ : B ⇒ q∗よCp, where B is the functor B : D → Ê
mapping avery objectD to the pullback of ϕ̄(D) and ηq∗よC(p(D)) in [Eop,Set].
Notice that the natural trasformation ω : B ⇒ A satisfies the condition that
aT ◦ ω is an isomorphism, since it is the pullback of η: this forces B to be
a (K, T̂ )-continuous comorphism of sites which induces the same geometric
morphism as A, namely F . To see this, we recall that Sh(Ê , T̂ ) ' Ẽ with
the inclusion ι

T̂
: Sh(Ê , T̂ ) ↪→ [Êop,Set] being the composite functor よÊ ιT .

Let us first see that (− ◦Bop) : [Êop,Set]→ D̂ restricts to sheaves. For any
T -sheaf W

(− ◦Bop)よÊ ιT (W ) := Ê(B(−), ιT (W )) ' Ẽ(aTB(−),W )

' Ẽ(aTA(−),W )

' Ê(A(−), ιT (W )),

meaning that (− ◦Bop) ◦ ι
T̂
' (− ◦Aop) ◦ ι

T̂
. But the latter functor factors

through D̃, since A is (K, T̂ )-continuous, and hence so does the first: there-
fore B is (K, T̂ )-continuous. This immediately implies that aK(−◦Bop)ι

T̂
'

C∗A, which has a right adjoint, and thus B is a comorphism of sites. There-
fore, for any (F,ϕ) in

EssToposco � Sh(C, J)(Sh(D,K),Sh(E , T )),

we may map it to τ : B ⇒ p∗よCp in

ComT
cont((D,K), ([Eop,Set], T̂ ))/q∗よCp,

and this provides our equivalence.
Finally, we know that ϕ is an isomorphism if and only if

(Cq)!F!`K
(Cq)!◦ϕ̄
=====⇒ (Cq)!C

∗
q `Jp

ε◦`Jp====⇒ `Jp

is an isomorphism, where ε is the counit of (Cq)! a C∗q , but a routine com-
putation shows that (ε ◦ `Jp)((Cq)! ◦ ϕ̄) is the image through aJ of

lanqopB
lanqop◦τ
=====⇒ lanqopq

∗よCp
ε′◦よCp=====⇒よCp.

The next result will instead classify all geometric morphisms whose
codomain is of the form [Cp] is the codomain we are able to classify in a
similar fashion all geometric morphisms. We will need for this a couple of
technical lemmas:
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Lemma 4.2.3 [33, Proposition 4.4.6]. Consider a pair of adjoint functors
F a G : A → B: then for any category C there is an adjunction

[B, C] [A, C]

(−◦G)

a

(−◦F )

.

Corollary 4.2.4. Consider a reflective subcategory a a i : A ↪→ C ad an-
other category F : then for any pair of functors F,G : A ⇒ F , there is a
natural bijection

[A,F ](F,G) ∼= [C,F ](Fa, Ga)

Proof. We recall that a right adjoint is full and faithful if and only if the
counit of the adjunction is a natural isomorphism (see for instance [33,
Lemma 4.5.13]): thus the counit ε of a a i is a natural isomorphism. There-
fore we have the chain of natural bijections

[A,F ](U, V ) ∼= [A,F ](Uai, V ) ∼= [C,F ](Ua, V a)

where the bijection on the left is just composition with Uε, while the bijection
on the right comes from the previous lemma.

Theorem 4.2.5. Consider a comorphism of sites p : (D,K) → (C, J) and
a geometric morphism E : E → Sh(C, J): then there is a pseudonatural
equivalence of categories

Topos � Sh(C, J)([E], [Cp]) ' Site((D,K), (E , Jcan
E ))/E∗`Jp

which is pseudonatural in both [E] and p.

Proof. We start by defining the equivalence at the level of objects. An object
of Topos � Sh(C, J)([E], [Cp]) is a pair (F,ϕ) where F : E → Sh(D,K) is
a geometric morphism and ϕ : F ∗C∗p ⇒ E∗. By Corollary 4.2.4 this is
the same as a natural transformation ϕaJ : F ∗C∗paJ ⇒ E∗aJ ; but since
C∗paJ ' aKp

∗, we have for now a natural transformation ϕ ◦ aJ : F ∗aKp
∗ ⇒

E∗aJ . Now, since lanpop a p∗ we have that − ◦ p∗ a − ◦ lanpop by Lemma
4.2.3, and thus ϕ ◦ aJ corresponds to a natural transformation ϕ′ : F ∗aK ⇒
E∗aJ lanpop . Finally, such a natural transformation is uniquely determined
(up to isomorphism) by its values on the generators of Sh(D,K), i.e. by the
composite ϕ̄ := ϕ′ ◦よD : F ∗`K ⇒ E∗aJ lanpopよD ' E∗`Jp. Notice that
F ∗`K is the flat K-continuous functor D → E that generates the geometric
morphism F , and thus it is indeed a morphism of sites (D,K)→ (E , Jcan

E ).
To extend the equivalence to arrows, consider two 1-cells (F,ϕ) and

(G, γ) : [E] → [Cp] and 2-cell ω : (F,ϕ) ⇒ (G, γ), i.e. a natural trans-
formation ω : F ∗ ⇒ G∗ such that γ(ω ◦ C∗p) = ϕ. Notice that ω is uniquely
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defined by its restriction ω̄ = ω ◦ `K to the generators of Sh(D,K): then a
rapid computation shows that γ(ω ◦ C∗p) = ϕ holds if and only if γ̄ω̄ = ϕ̄.
Thus the association ω 7→ ω̄ defines the equivalence

Topos � Sh(C, J)([F ], [Cp]) ' Site((D,K), (E , Jcan
E ))/E∗`Jp

on arrows. The pseudonaturality is lengty but straightforward to check.

Remark 4.2.2. Let us explicit the relationship between the two natural
transformations ϕ : F ∗C∗p ⇒ E∗ and ϕ̄ : F ∗`K ⇒ E∗`Lp, for it will come in
handy later. Denote by η and ε the unit and counit of lanpop a p∗. Starting
from ϕ, we obtain ϕ̄ as the composite

F ∗`K F ∗aKよD

F ∗aKp
∗lanpopよD

F ∗C∗paJ lanpopよD

E∗`Jp E∗aJ lanpopよD

ϕ̄

F ∗aK◦η◦よD

∼

ϕ◦aJ lanpopよD

∼

Conversely, start from ϕ̄ : F ∗`K ⇒ E∗`Jp, which we can see as a 2-cell
F ∗aKよD ⇒ E∗aJ lanpopよD: then ϕ̄ induces a natural trasformation ϕ̃ :
F ∗aK ⇒ E∗aJ lanpop . We can then consider the composite

F ∗C∗paJ ∼= F ∗aKp
∗ ϕ̃◦p∗

===⇒ E∗aJ lanpopp
∗ E∗aJ◦ε=====⇒ E∗aJ :

its restriction to sheaves (which coincides with its composition with the
functor ιK : Sh(D, J) → [Dop,Set]) provides the natural trasformation
ϕ : F ∗C∗p ⇒ E∗.

The components of (E∗aJ ◦ ε)(ϕ̃ ◦ p∗), and thus those of ϕ, can be stated
directly in terms of the components of ϕ̄ using colimits. Let us start by
considering a representable presheaf よ(X) : Cop → Set: the composite

F ∗aKp
∗よ(X)

ϕ̃(p∗(よ(X)))−−−−−−−−→ E∗aJ lanpopp
∗(よ(X))

E∗aJ (εよ(X))−−−−−−−−→ E∗aJよ(X)

can be described using the fact in [Dop,Set] the presheaf p∗よ(X) can be
presented as the colimit of representables p∗(よ(X)) ' colimy:p(D)→Xよ(D).
First of all, we recall that εよ(X) is the map

εよ(X) : colimy:P (D)→Xよ(p(D))→よ(X)
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induced by the cocone whose y-indexed leg is the map

よ(y) :よ(p(D))→よ(X).

The composite E∗aJ(εよ(X)) is computed thus as the arrow

colimy:P (D)→X E
∗`J(p(D))→ E∗`J(X),

induced by the cocone whose y-indexed leg is the arrow

E∗`J(y) : E∗`J(p(D))→ E∗`J(X).

On the other hand, the arrow

ϕ̃(p∗よ(X)) : F ∗aKp
∗よ(X)→ E∗aJ lanpopp

∗(よ(X))

is the morphism

colimy:p(D)→X F
∗`K(D)→ colimy:p(D)→X E

∗`J(p(D))

induced by colimit property by the maps

ϕ̄(D) : F ∗`K(D)→ E∗`J(p(D)) :

therefore, globally we have that

(E∗aJ ◦ ε)(ϕ̃ ◦ p∗)(よ(X)) : F ∗aKp
∗よ(X)→ E∗aJよ(X)

is an arrow
colimy:p(D)→X F

∗`K(D)→ E∗`J(X)

induced by the cocone whose y-indexed leg is the arrow

F ∗`K(D)
ϕ̄(D)−−−→ E∗`J(p(D))

E∗`J (y)−−−−−→ E∗`J(X).

If now we take any presheaf H : Cop → Set, we can exploit the colimit
H ' colimx∈H(X)よ(X): then the arrow

(E∗aJ ◦ ε)(ϕ̃ ◦ p∗)(H) : F ∗C∗paJ(H)→ E∗aJ(H)

is a morphism

colimx∈H(X) F
∗aKp

∗よ(X)→ colimx∈H(X)E
∗`J(X)

induced componentwise by the arrows (E∗aJ ◦ε)(ϕ̃◦p∗)(よ(X)) we described
above: thus we can conclude that (E∗aJ ◦ε)(ϕ̃◦p∗)(H) is induced by colimit
property by the arrows

αx,y : F ∗`K(D)
ϕ̄(D)−−−→ E∗`J(p(D))

E∗`J (y)−−−−−→ E∗`J(X)

indexed by x ∈ H(X) and y : p(D)→ X.
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The previous results admit an alternative formulation using comma cat-
egories:
Definition 4.2.1. Consider two functors A : A → C and B : B → C:
the comma category (A↓B) is the category whose objects are triples (X ∈
A, Y ∈ B, f : A(X) → B(Y )) and whose morphism (α, β) : (X,Y, f) →
(X ′, Y ′, f ′) are pairs of arrows α : X → X ′ and β : Y → Y ′ such that
B(β) ◦ f = f ′ ◦A(α).

The comma category has two obvious canonical projections to A and B
and a natural transformation ϕ : A ◦ pA → B ◦ pB such that ϕ(X,Y, f) is
the arrow A(X)

f−→ B(Y ) (for any object (X,Y, f) of (A↓B)):

(A↓B) B

A C

pA

pB

B

A

ϕ .

The comma category (A↓B) satisfies a strict 2-limit universal property in
CAT: for every other pair of functors FA : D → A, FB : D → B and natural
transformation ψ : AFA ⇒ BFB there is a unique functor F : D → (A↓B)
such that FA = pAF , FB = pBF and ψ = ϕ ◦ F . This universal property
extends immediately to 2-cells.

Using comma categories we can provide an alternative description of the
category Site((D,K), (E , Jcan

E ))/E∗`Jp. Let us set E∗`J := A: then a 1-cell
[ξ : f ⇒ Ap] corresponds to a unique ξ̄ : D → (1E ↓A) as in the following
diagram:

D

(1E ↓A) E

C E

p

ξ̄

f

πC

πE

1E
κ

A

and a similar correspondence holds for the 2-cells. We only need to take
into account that we want the composite πE ξ̄ to be a morphism of sites
(D,K) → (E , Jcan

E ). To do so, we shall exploit the following result, which
appears as Theorem 3.16 of [9]:
Theorem 4.2.6. Consider a morphism of sites A : (C, J) → (E ,K). Con-
sider the topology K̄ over the comma category (1E ↓A), whose covering sieves
are exactly those whose image in E is K-covering: then

• the projection πC : (1E ↓A)→ C is a comorphism of sites,

• the projection πE : (1E ↓A) → E is a morphism and a comorphism of
sites inducing an equivalence of toposes,
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• the diagram of geometric morphisms

Sh(E ,K) Sh((1E ↓A), K̄)

Sh(C, J)
Sh(A)

∼

CπC

is commutative.

Seeing A as a morphism of sites (C, J) → (E , Jcan
E ), we can apply the

theorem above to obtain an equivalence Sh((1E ↓A), Jcan
E ) ' E that identifies

the geometric morphisms E and CπC . One verifies immediately that πE ξ̄ is
a morphism of sites if and only if ξ̄ is, since at the level of toposes the two
functors induce essentially the same geometric morphism, and so we end up
with the following result:
Proposition 4.2.7. Consider a geometric morphism E : E → Sh(C, J) with
corresponding flat J-continuous functor A : C → E and a comorphism of sites
p : (D,K)→ (C, J): then there is an equivalence of categories between

Topos � Sh(C, J)([E], [Cp])

and the full subcategory of Site((D,K), ((1E ↓A), Jcan
E )) whose objects are

the morphisms of sites ξ : (D,K)→ ((1E ↓A), Jcan
E ) such that πCξ = p.

With the same argument we can also derive the following corollary of
Proposition 2.10.6:
Proposition 4.2.8. Consider a geometric morphism E : E → Sh(C, J) with
corresponding flat J-continuous functor A : C → E and a comorphism of sites
p : (D,K)→ (C, J): then there is an equivalence of categories between

EssToposco � Sh(C, J)([Cp], [E])

and the full subcategory of Comcont((D,K), ((1E ↓A), Jcan
E )) whose objects

are the continuous comorphisms of sites ξ : (D,K) → ((1E ↓A), Jcan
E ) such

that πCξ = p.
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Chapter 5

The fundamental adjunction

In the past chapters we have collected all the necessary ingredients to build
a 2-adjunction

IndC Toposco/Sh(C, J)

>

,

which we shall call the fundamental adjunction. This comes as a broad
generalization of many adjunctions between categories of ‘C-indexed entities’
on one side, and ‘entities over C’ on the other: one classical instance is the
adjunction between presheaves over a topological spaces and bundles over
the same space, which we will recall later in Section 6.2. The fundamental
adjunction stems from the usual duality between indexed categories and
fibrations, but the passage to toposes takes into account the topological
information given by the site: in the authors’ opinion, a restriction of this
adjunction to suitable sub-2-categories of relative toposes may allow for a
geometric formulation of the stackification process, in a similar way to how
the topological adjunction allows us to recover the sheafification functor.

The chapter is split into four sections. After a preliminary result about
colimits of toposes, which acts as a motivation for the subsequent results,
we investigate the many adjunctions that exist between IndC , CAT/C and
Com/(C, J): in particular, they provide expressions for weighted colimits of
sites and comorphisms. The third section shows that the passage to toposes,
performed by the 2-functor

C(−) : Comcont/(C, J)→ Toposco/Sh(C, J),

preserves said colimits and allows us to extend the site-theoretic adjunction
to our fundamental topos-theoretic adjunction. The final section analyses
the role of the canonical stack over (C, J) as a dualizing object for this
adjunction.

110



5.1 Colimits of toposes

Let us begin with a preliminary result about colimits of toposes, namely the
fact that a topos of sheaves is in a canonical way a colimit of étale toposes.
We will provide here an abstract proof of the result and a sketch of the
explicit proof, which we will later generalize to weighted pseudocolimits of
toposes in Section 5.3.
Proposition 5.1.1. Let (C, J) be a small-generated site. Then Sh(C, J) is
the conical pseudocolimit in the category Topos of the diagram C → Topos
sending any object X of C to Sh(C, J)/`J(X) and any arrow y : Y → X
in C to the geometric morphism

∏
`(y) : Sh(C, J)/`J(Y ) → Sh(C, J)/`J(X)

induced by the arrow `J(y).

Proof. Clearly, the terminal object of the topos Sh(C, J) is the colimit of
the diagram `J : C → Sh(C, J). On the other hand, D is the composite of `J
with the functor Sh(C, J)→ Topos sending any object A of Sh(C, J) to the
slice topos Sh(C, J)/A. This functor, by [26, Proposition 6.3.5.14], preserves
colimits (cf. also section 6.3.2 of [26]), whence our thesis follows.

For an explicit proof, we resort to the equivalences Sh(C, J)/`J(X) '
Sh(C/X, JX) introduced in Proposition 2.10.7 and Example 2.10.1. A pseu-
dococone under the diagram D of vertex E would be the given of geometric
morphisms FX for every X in C and natural isomorphisms Fy : FX ◦C∫

y
∼
=⇒

FY for every y : Y → X as in the following diagram:

Sh(C/X, JX) Sh(C/Y, JY )

E
FX

C∫
y

FY
Fy

∼

such that the following two conditions are satisfies: F1X must be the canon-
ical isomorphism FX ∼= FX ◦ C∫

1X
; for any pair of arrows z : Z → Y ,

y : Y → X, Fyz must be equal to Fz(Fy ◦ C∫
z) up to the canonical iso-

morphism C∫
yC

∫
z
∼= C∫

yz. We want to build from these data a geometric
morphism H : Sh(C, J)→ E . It is rather easy working with inverse images,
since C∗∫

y
:= −◦ (

∫
y)op because

∫
y is a continuous comorphism of sites (see

Proposition 2.10.5). So for any E in E we can define H∗(E) : Cop → Set on
an object X in C as

H∗(E)(X) := F ∗X(E)([1X ]),

and on an arrow y : Y → X by setting H∗(E)(y) equal to
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F ∗X(E)([1X ]) F ∗X(E)([y])

C∗∫
y
F ∗X(E)([1Y ]) F ∗Y (E)([1Y ])

F ∗X(E)(y)

Fy(E)([1Y ])

∼

while for an arrow g : E → E′ in E we set H(g) : H(E) ⇒ H(E′) compo-
nentwise as

H(g)(X) :=

[
F ∗X(E)([1X ])

F ∗X(g)([1X ])
−−−−−−−→ F ∗X(E′)([1X ])

]
.

We leave all verifications to the reader: well-definedness of H∗, showing
that it is the inverse image of a geometric morphism and finally that the
correspondence between cocones and geometric morphisms Sh(C, J)→ E is
an equivalence.

The legs of the colimit cocone are the geometric morphisms CpX , where
pX : C/X → C is the usual fibration:

Sh(C/X, JX) Sh(C/Y, JY )

Sh(C, J)

CpX

C∫
y

CpY

∼

This means that objects and arrows of Sh(C, J) can be determined up to
isomorphism by the given of local data:

• an object H of Sh(C, J) is determined by the given for every X in C
of a JX -sheaf HX : (C/X)op → Set, and for every y : Y → X in C of
an isomorphism Hy : HY

∼−→ HX ◦ (
∫
y)op of JY -sheaves satisfying the

following conditions:

– for every X the arrow H1X : HX
∼−→ HX ◦ (

∫
1X)op is the identity

of HX ;
– for every pair of arrows z : Z → Y , y : Y → X the arrow
Hyz : FZ

∼−→ HX ◦ (
∫
yz)op is equal to the arrow FZ

Fz−→ FY ◦

(
∫
z)op Fy◦(

∫
z)op

−−−−−−→ FX ◦ (
∫
y)op ◦ (

∫
z)op.

• an arrow α : H → K is determined by the given for every X in C of an
arrow αX : HX → KX satisfing the identity GyαY = (αX ◦ (

∫
y)op)Fy.

Thus, a J-sheaf on C is the gluing of from JX -sheaves on the slice categories
C/X which are naturally compatible with each other: this is yet another
instance of the moral that in a topos ‘things’ exist - or, from a logical view-
point, things are true - as long as they exist, or they are true, locally.
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Finally, let us show briefly that colimits of slice toposes are stable under
pullback, for this will come in handy later. Consider a diagram of slices of
Sh(C, J): we can interpret it as a composite

I
D−→ Sh(C, J)

Sh(C,J)/−−−−−−−−→ Topos.

As we mentioned in the proof of the previous result, the functor Sh(C, J)/−
preserves colimits: this means that if L ' colimD then Sh(C, J)/L '
colim(Sh(C, J)/D(−)), i.e. the colimit cocone on the left is mapped to the
colimit cocone on the right.

D(i) D(j)

L

D(s)

λi
λj

Sh(C,J)/−7−−−−−−−→
Sh(C, J)/D(i) Sh(C, J)/D(j)

Sh(C, J)/L

∏
D(s)

∏
λi

∏
λj

This tells us in particular that a conical colimit of slices of Sh(C, J) is again
a slice of Sh(C, J). Now, consider a geometric morphism from Sh(C, J)/Q to
Sh(C, J)/L over Sh(C, J): we know that up to equivalence it is the depen-
dent product geometric morphism

∏
α induced by a morphism α : Q→ L of

Sh(C, J) (see Proposition 6.1.2). The inverse image of
∏
α acts as the pull-

back along α: hence it preserves colimits and thus Q ' colim(α∗D). Now we
can move to colimits of toposes applying Sh(C, J)/− : Sh(C, J) → Topos
to conclude that Sh(C, J)/Q ' colim(Sh(C, J)/H∗(D(−))): i.e., the colimit
cocone over Sh(C, J)/P is preserved by pullback along

∏
α.

Sh(C, J)/H∗(D(i)) Sh(C, J)/D(i)

Sh(C, J)/Q Sh(C, J)/P

∏
H∗(λi)

∏
λi∏

α

y

Remark 5.1.1. We have just shown that a conical pseudocolimit of slice
toposes is a slice topos, but we converse also holds: for any presheaf P :
Cop → Set, the canonical colimit

P ' colim(
∫
P

pP−−→ C ↪→よC [Cop,Set]) = colimx∈P (X)よ(X)

tells us that Sh(C, J)/aJ(P ) ' colimx∈P (X) Sh(C, J)/`J(X). Restricting to
slices over representables and using the equivalence in Proposition 2.10.7, we
can alternatively say a topos is a conical pseudocolimit of a diagram

I −→ C
Sh(C/−,J(−))−−−−−−−−→ Topos

if and only if it is the topos of sheaves Sh(
∫
P, JP ) for some (pre)sheaf P :

Cop → Set. The fundamental adjunction of Section 5.3 will generalize this
by showing that a topos over Sh(C, J) is the pseudocolimit of toposes of the
kind Sh(C/−, J(−)) if and only if it is the classifying topos associated to a
pseudofunctor D : Cop → CAT (see Definition 2.11.1).
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5.2 The adjoints to the Grothendieck construction

We already know that the 2-functor G : IndC → cFibC in an equivalence
between 2-categories, and in a moment we will see that by embedding the
codomain cFibC intoCAT/C the equivalence extends to an adjunction. If we
also consider a topology J on C, by seeing fibrations over C as comorphisms of
sites to (C, J) we also obtain other adjoints to the Grothendieck construction;
this will imply in particular that the Giraud site associated to a C-indexed
category is a colimit in the category of sites and (continuous) comorphisms.

We start by recalling the definition of 2-adjunction:
Definition 5.2.1. Consider two 2-categories A and B and two 2-functors
L : A → B and R : B → A: then there is a 2-adjunction L a R if and only
if there is an equivalence

B(L(X), Y ) ' A(X,R(Y ))

pseudonatural in X and Y .
From now on we shall consider the diagram C/− : C → cFibC mapping

X to pX : C/X → C and y : Y → X to
∫
y : C/Y → C/X; the corresponding

diagram C → IndC operates by mapping X to the presheaf よ(X), and y to
the arrow of presheaves よ(y). The first thing to remark is that the fibred
Yoneda lemma (Proposition 2.3.1) presents a cloven fibration p : D → C as
a D-weighted colimit in cFibC of the diagram C/− : C → cFibC :

cFibC(D,X ) ' IndC(D,X) ' IndC(D, cFibC(C/−,X ))

considering the image of the identity of D via this equivalence, we obtain
the following colimit cocone:

C/X C/Y

D
F(B,β)

F(A,α)

∫
y

FD(y)(A,α)

F y
(A,α)
∼

Fγ .

We recall that the morphism of fibrations (F(A,α), ϕ(A,α)) ∈ cFibC(C/X,D)
is defined thus: F(A,α)[y] := dom(α̂yA), and for z : [yz] → [y] we have set
F(A,α)(z) := λαy,z,A, and ϕ(A,α)([y]) := θ−1

αy,A. To define Fγ : F(A,α) ⇒ F(B,β),
notice that the image of γα̂yA via p factors through the image of β̂yB:
thus there is a unique Fγ([y]) : dom(α̂yA) → dom(β̂yB) induced by the
property of cartesian arrows. Finally, to define the components of F y(A,α),
notice that for [z] in C/Y it holds that F(A,α)

∫
y([z]) = dom(α̂yzA) and

FD(y)(A,α)([z]) = dom(θ̂αy,Azdom(α̂y)A
): thus we define F y(A,α)([z]) := χ−1

αy,z,A.
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Remark 5.2.1. The fact that any cloven fibration is a colimit of the fi-
brations C/X is an evident generalization of the fundamental result that
any presheaf is a colimit of representable presheaves (once we recall that∫
よ(X) ' C/X).
Let us now start considering adjoints to G. We begin by providing the

following result, which is known but somehow hard to find the in the lit-
erature, showing that the Grothendieck construction is part of an adjoint
triple:
Proposition 5.2.1. Denote by ΛCAT/C the 2-functor

IndC
G−→ cFibC

For−−→ CAT/C :

it admits a left adjoint L, defined on objects as

L : [F : D → C] 7→ [(−↓F ) : Cop → CAT] .

Moreover, if C is small, then the 2-functor

ΛCAT/C : IndC
G−→ CAT/C

also admits a right adjoint ΓCAT/C, defined on objects as

ΓCAT/C : [F : D → C] 7→ [CAT/C(C/−, [F ]) : Cop → CAT] .

Proof. These results are mentioned in [30]; one reference where both are
proved in a much wider context using coend calculus is [19, Proposition 2.1,
Definition 2.5 and Proposition 3.2]. Notice that the restriction on the size of
C is needed so that ΓCAT/C([F ]) is a locally small C-indexed category.

We remark in particular the composite 2-functor GLmaps any functor F :
D → C to its fibration of generalized elements (1C ↓F ) → C (see [9, Section
3.4.4]). In the context of cloven fibrations the adjunction L a G entails the
following universal property of the fibration of generalized elements:
Corollary 5.2.2. Let F : D → C be a functor. Then

(i) The fibration πFC : (1C ↓F ) → C satisfies the following universal prop-
erty: given a factorization of F through a fibration q, i.e. a functor
G : D → E such that qG ∼= F , there is a unique morphism of fibrations
χ : πFC → q such that G = χ ◦ iF :

D C

(1C ↓F )

E

F

iF

G

χ

πFC

q

115



(ii) The functor iF is an equivalence if and only if for any d ∈ D and any
c ∈ C, every arrow α : c→ F (d) in D is an isomorphism.

Let us apply Proposition 5.2.1 to a C-indexed category D over a small
category C: we obtain the equivalence

CAT/C(G(D),K) ' IndC(D,CAT/C(C/−,K)),

which presents G(D) as the D-weighted colimit of the diagram C/− : C →
CAT/C. The legs of the colimit cocone are given by the functors F(A,α) :
C/X → G(D) introduced earlier in this section:
Corollary 5.2.3. Consider C small and a cloven fibration D → C with
corresponding pseudofunctor D : Cop → CAT: then G(D) is the D-weighted
colimit of the diagram C/− : C → CAT/C. Moreover, the forgetful functor
cFibC → CAT/C creates the D-weighted colimit of the diagram C/− : C →
cFibC.
Remark 5.2.2. Consider a cocone under the diagram C/− with vertex A:

C/X C/Y

A
H(B,β)

H(A,α)

∫
y

HD(y)(A,α)

Hy
(A,α)Hγ

Let us write explicitly the (essentially unique) functor h : D → A induced by
the universal property of colimits. Knowing that the colimit cocone is given
by the functors F(A,α), and that for every D in D there is a canonical iso-
morphism D ' F(D,1p(D))([1p(D)]), the request that H(A,α) ' hF(A,α) forces
the definition of h: indeed, h(D) ' hF(D,1p(D))([1p(D)]) ' H(D,1p(D))([1p(D)]),
and hence we can set

h(D) := H(D,1p(D))([1p(D)]).

The definition of the action of h on arrows is trickier, but in fact there is
only one possible canonical way of defining, given g : D → E in D, an
arrow h(g) : h(D) → h(E). If we denote by vg : D → dom(p̂(g)E) the
unique arrow such that p̂(g)Evg = g and p(vg) = θp(g),E , we have an arrow
vg : (D, 1p(D))→ (dom(p̂(g)E), θp(g),E) = D(p(g))(E, 1p(E)) in D(p(D)); then
h(g) is the composite arrow

H(D,1p(D))([1p(D)]) HD(p(g))(E,1p(E))

H(E,1p(E))([p(g)]) H(E,1p(E))([1p(E)])

Hvg ([1p(D)])

H
p(g)
(E,1p(E))

([1p(D)])

H(E,1p(E))(p(g))

.
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So far we have only dealt with raw categories: let us now study the
interaction of the adjoints to G with Giraud’s topologies, when C is endowed
with a topology J . For any cloven fibration p : D → C, every leg F(A,α) of
the colimit cocone

C/X C/Y

D
F(B,β)

F(A,α)

∫
y

FD(y)(A,α)

F y
(A,α)
∼

Fγ .

is (JX , JD)-continuous by Proposition 2.11.2, therefore the cocone lives in the
slice category Comcont/(C, J). What is relevant is that it is still a colimit
cocone, as an immediate consequence of the following lemma:
Lemma 5.2.4. With the notations of Remark 5.2.2, and considering topolo-
gies J on C and T on A:

(i) Suppose that the legs H(A,α) and q : A → C are comorphisms of sites:
then h is a comorphism of sites (D, JD)→ (A, T );

(ii) Suppose that all the legs H(A,α) are (Jp(D), T )-continuous functors: then
h is a (JD, T )-continuous functor.

Proof. (i) Take D in D and R ∈ T (h(D)): since D = F(D,1p(D))([1p(D)])
and hF(D,1p(D)) ' H(D,1p(D)), which is a comorphism of sites, there is a
sieve S ∈ Jp(D)([1p(D)]) such that H(D,1p(D))(S) ⊆ R. But now we recall
that a continuous functor between sites is always cover-preserving [9,
Proposition 4.13]: in particular F(D,1p(D)) : (C/p(D), Jp(D)) → (D, JD)

is so, and thus the sieve S′ = 〈F(D,1p(D))(S)〉 is JD-covering. But then
h(S′) ⊆ R, up to isomorphism, and hence h is a comorphism of sites.

(ii) Consider a T -sheaf W : Aop → Set: we wish to show that W ◦ hop :
Dop → Set is a JD-sheaf. To do so we exploit Lemma 5.3.3 stating that
W ◦ hop is a JD-sheaf if and only if every composite W ◦ hop ◦ F op

(A,α)
is a JX -sheaf: but this is true because hF(A,α) ' H(A,α), which is a
continuous with respect to the relevant topologies.

This entails immediately the following results:
Corollary 5.2.5. Consider a small category C and the four 2-functors

ΛCom/(C,J) : IndC
G−→ cFibC

G−→ Com/(C, J),

ΛComcont/(C,J) : IndC
G−→ cFibC

G−→ Comcont/(C, J),

ΓCom/(C,J) : Com/(C, J)
[p]7→Com/(C,J)(C/−,[p])−−−−−−−−−−−−−−−→ IndC ,
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ΓComcont/(C,J) : Comcont/(C, J)
[p]7→Comcont/(C,J)(C/−,[p])−−−−−−−−−−−−−−−−−−→ IndC :

then there are 2-adjunctions

IndC Com/(C, J)

ΛCom/(C,J)

a

ΓCom/(C,J)

, IndC Comcont/(C, J)

ΛComcont/(C,J)

a

ΓComcont/(C,J)

.

In particular, given a cloven fibration p : D → C, the site (D, JD) is the
D-weighted diagram of the functor G◦(C/−) : C → FibC → Comcont/(C, J).
Moreover, the forgetful functors

Comcont/(C, J)→ Com/(C, J)→ CAT/C.

reflect and preserve the D-weighted colimit of G ◦ (C/−).

Proof. Consider a comorphism of sites q : (E , T ) → (C, J): by the previous
lemma the functor

IndC(D,CAT/C(C/−, [q]))→ CAT/C(G(D), [q])

restricts to a functor

IndC(D,Com/(C, J)(C/−, [q]))→ Com/(C, J)(G(D), [q]),

and its quasi-inverse (precomposition with the colimit cocone) obviously re-
stricts to Com too. The same considerations hold for Comcont.

The adjunction L a ΛCAT/C , on the other hand, does not share the same
interesting behaviours. We can still say something when working with small
sites and small fibrations though:
Proposition 5.2.6. Denote by IndsC the small C-indexed categories, i.e.
those with values in Cat: then the functor

ΛComs/(C,J) : IndsC
G−→ cFibC

G−→ Coms/(C, J)

admits as left adjoint the composite

Coms/(C, J)
For−−→ Cat/C L−→ IndsC .

Proof. In Corollary 2.10.4 we proved that For : Coms/(C, J)→ Cat/C has
G : Cat/C → Coms/(C, J) as its left adjoint: thus by composing the two
adjunction For a G and L a ΛCat/C we obtain LFor a ΛComs/(C,J).
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5.3 Giraud toposes as weighted colimits

The purpose of this section is to extend the adjunctions of the previous
section to toposes and show that, given a small-generated site (C, J) and a
cloven Street fibration p : D → C, the topos GirJ(p) is a D-weighted colimit
in the category of Grothendieck toposes over Sh(C, J). In particular this
will provide an adjunction between FibC and Toposco/Sh(C, J), as we will
see at the end of the section.

In the previous sections, the canonical functors

F(A,α) : C/X → D,

indexed by objects (A,α) in the fibres D(X), provided the legs of our col-
imit cocone: since they are all morphisms of fibrations, they are continu-
ous comorphisms of sites (cf. Proposition 2.11.2) and thus induce geometric
morphisms CF(A,α)

: Sh(C/X, JX)→ GirJ(D). To ease the notation, we will
denote each CF(A,α)

with C(A,α), and for every arrow γ : (A,α) → (B, β) of
D(X) we will denote by Cγ the induced natural transformation Cγ : C(B,β) ⇒
C(A,α).

Let us now provide some technical results that will come in handy later.
The first result is about the family of functors C∗(A,α):
Proposition 5.3.1. The functors

− ◦ (F(A,α))
op : [Dop,Set]→ [(C/X)op,Set]

are jointly conservative, and the same holds for the functors C∗(A,α).

Proof. Since the functors C∗(A,α) act by restricting the functors −◦(F(A,α))
op,

the second claim follows from the first one. So consider r : H ⇒ K in
[Dop,Set] and suppose that for every X in C and every (A,α) in D(X) the
arrow r ◦ (F(A,α))

op is invertible. In particular, notice that

(r ◦ F (D,1p(D)))([1p(D)]) := r(dom(1̂p(D)D
)) :

but dom(1̂p(D)D
) is canonically isomorphic to D, since both 1̂p(D)D

and
1D are cartesian lifts for 1p(D), and hence in particular the arrows (r ◦
F (D,1p(D)))([1p(D)]) and r(D) are canonically isomorphic. This implies that
all components of the natural transformation r are bijective, and hence r is
invertible.

Let us also state a property of jointly conservative functors that we will
apply later to the family of the C∗(A,α):
Lemma 5.3.2. Consider a functor F : A → B and a family of jointly
conservative functors Ci : B → Ci. Suppose that A, B and all the Ci have
(co)limits of shape I, and that all the functors Ci and CiF preserve said
(co)limits: then F also preserves said (co)limits.
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Proof. We prove this for colimits, but the argument is the same for lim-
its. Consider a diagram D : I → A and consider in B the unique ar-
row m : colim(FD) → F (colimD). If we apply Ci we obtain Ci(m) :
Ci(colim(FD)) → CiF (colimD): but both Ci and CiF commute with lim-
its of shape I, thus Ci(m) is equivalent up to canonical isomorphisms to
the identity of colim(CiFD). Since the functors Ci are jointly conservative
this immediately implies that m is an isomorphism, and hence F preserves
colimits of shape I.

Finally, the following lemma shows that the property of being a JD-sheaf
over D can be checked ‘locally’, by moving to the slice categories C/X:
Lemma 5.3.3. A presheaf W : Dop → Set is a JD-sheaf if and only if
for every X in C and every (A,α) in D(X) the presheaf W ◦ (F(A,α))

op is a
JX-sheaf.

Proof. Of course if W is a JD-sheaf then W ◦ (F(A,α))
op =: C∗(A,α)(W ) is a

JX -sheaf.
Conversely, suppose that all composites as above are JX -sheaves: what

we will do is building, from a matching family for W and a JD-covering
family R over D, a matching family for W ◦ (F (D,1p(D)))op, and shows that
it the latter one admits an amalgamation so does the first one. Consider
a JD-covering family R = {fi : dom(fi) → D | i ∈ I}, i.e. the datum of
αi ∈W (dom(fi)) satisfying the usual compatibility condition. By definition
of JD-covering family, all the arrows fi are cartesian and the projection
{p(fi)} is a J-covering family for p(D): we can then lift it to a Jp(D)-covering
family S = {p(fi) : [p(fi)] → [1p(D)] | i ∈ I} in C/p(D). Now, notice

that fi and p̂(fi)D are both cartesian lifts of p(fi), and therefore there are
canonical isomorphisms γi : dom(p̂(fi)D)→ dom(fi) between their domains.
We can define βi ∈ W (dom(p̂(fi)D)) = (W ◦ F (D,1p(D)))op([p(fi)]) as βi =
W (γi)(αi): it is now immediate to check that it is a matching family for S and
the composite W ◦ (F (D,1p(D)))op. Since W ◦ (F (D,1p(D)))op is a Jp(D)-sheaf,
that matching family admits a unique amalgamation β ∈W (dom(1̂p(D)D

)).
Finally, since 1̂p(D)D

: dom(1̂p(D)D
) → D is an isomorphism, the element

α := W (1̂p(D)

−1

D
)(β) ∈ W (D) provides an amalgamation for the matching

family {αi}.

Remark 5.3.1. Notice that in both previous results we could restrict to
considering only those functors of the kind F (D,1p(D)): this is an indica-
tion that these results, duly reformulated, would hold also in the setting of
Grothendieck fibrations.

What we will show in a moment is that the colimit (D, JD) ' colimD
ps C/−

in Com/(C, J), which we have introduced in the previous section, is pre-
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served by the pseudofunctor Com/(C, J)
C(−)−−−→ Topos/Sh(C, J)co: this will

have as a consequence the existence of a general adjunction between indexed
categories and toposes over Sh(C, J).

Let us recall the adjoint functor theorem for toposes:
Theorem 5.3.4. A functor F : E → F between toposes is a left adjoint if
and only if it preserves arbitrary colimits.

We will use it to build the geometric morphism from the colimit to an
arbitrary topos by building its inverse image and showing that it preserves
arbitrary colimits. There is however a size issue that needs to be resolves:
even if the base site (C, J) is small-generated, or even small, nothing grants
that GirJ(D) for an arbitrary fibration D : Cop → CAT is a Grothendieck
topos. To circumvent this, we propose the following definition:
Definition 5.3.1. Given a small-generated site (C, J), a C-indexed category
D : Cop → CAT is essentially J-small if the Giraud site (G(D), JD) is small-
generated. We will denote by IndJC and StJ(C, J) the categories of essentially
J-small fibrations and J-stacks.
Remarks 5.3.2. (i) From the point of view of fibrations, we can define

a fibration p : D → C to be essentially J-small if and only if the site
(D, JD) is small-generated.

(ii) If a fibration over C (or a C-indexed category) is essentially J-small,
then its Giraud topos is in fact a topos: this answers to the size issue
posed in the remark following Definition 2.11.1.

(iii) In particular, a small fibration is essentially J-small for any choice of
J . Denote by A the small J-dense subcategory of C: then every object
X in C admits a J-covering family yi : Ai → X whose domains all lie in
A. Then consider the full subcategory B ↪→ G(D) whose objects are of
the form (A,U), where A is an object of A and U ∈ D(A): it is a small
category, and every object (X,U) in G(D) admits a JD-covering family
(Ai,D(yi)(U)) → (X,U) of objects in B (where we used the explicit
description of JD given in Proposition 2.11.1). Therefore, B is a small
JD-dense subcategory of G(D).

(iv) In particular, Lemma 2.10.8 proved that if (C, J) is small-generated
then every discrete fibration

∫
P → C is essentially J-small.

(v) Corollary 8.2.4 implies that for every small-generated site (C, J) the
canonical stack S(C,J) is essentially J-small.

We can now prove that the Giraud topos of an essentially J-small fibra-
tion is a weighted colimit of étale toposes:
Theorem 5.3.5. Given an essentially J-small cloven fibration p : D → C
with corresponding C-indexed category D, then the topos of sheaves GirJ(p) :=
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Sh(D, JD) is the D-weighted colimit of the diagram

L : C C/−−−→ cFibC
G−→ Com/(C, J)

C(−)−−−→ Toposco/Sh(C, J) :

more explicitly, for any Sh(C, J)-topos E there is an equivalence between

Toposco/Sh(C, J) (GirJ(p),E )

and
IndC

(
D,Toposco/Sh(C, J)

(
Sh(C/(−), J(−)),E

))
,

which moreover is pseudonatural in E .

Proof. Since in this proof we will not consider different topologies over the
same category, there is no risk of confusion in writing Ã for any sheaf topos
Sh(A,K).

Let us start by considering the pseudonatural equivalence in Yoneda’s
lemma and compose it with C(−)G:

D(X)
∼−→ FibC(C/X,D)→ Toposco/C̃(C̃/X, D̃)

We obtain a transformation, which is pseudonatural inX, acting by mapping
(A,α) in D(X) to the geometric morphism C(A,α), and γ : (A,α) → (B, β)
to the natural transformation Cγ : C(B,β) ⇒ C(A,α). The pseudonaturality
condition implies the existence for any y : Y → X in C of natural isomor-
phisms C(A,α)

y : C(A,α)C
∫
y
∼= CD(y)(A,α) satisfying the usual compatibility

conditions. This provides us with a D-weighted cocone under L with vertex
D̃, which we will denote by C. Let us draw a sketch of it, for the sake of
clarity:

C̃/X C̃/Y

D̃

C(A,α)

C(B,β)

Cγ

C∫
y

CD(y)(A,α)

∼
C

(A,α)
y

where we are omitting all structural geometric morphisms to C̃.
We want to show that C is indeed the colimit cocone. More explicitly,

we can consider the functor

(− ◦ C) : Toposco/C̃
(
D̃,E

)
→ IndC

(
D,Toposco/C̃

(
C̃/−,E

))
which starting from (F,ϕ) : D̃ → E maps it to the cocone

D C
=⇒ Toposco/C̃(C̃/−, D̃)

(F,ϕ)◦−
=====⇒ Toposco/C̃(C̃/−,E ),
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i.e. composes the geometric morphism (F,ϕ) with the legs of the cocone C:
then C is a colimit cocone if the functor (− ◦ C) is an equivalence (pseudo-
natural in E ).

To build a quasi-inverse for (−◦C), we start by considering a D-weighted
cone G under L with vertex E :

C̃/X C̃/Y

E

G(A,α)

G(B,β)

Gγ

C∫
y

GD(y)(A,α)

∼
G

(A,α)
y

In the following, we will work with inverse images of geometric morphisms:
this makes things a bit easier, since we have already mentioned that the
behaviour of C∗(A,α) is simply precomposition with the functor (F(A,α))

op.
We want to build from the data of the cocone G an inverse image functor
H : E → D̃ so that its composition with the cocone C results again in G.

Consider an object E of E . We recall once again that for every D in D
it holds that D ' F (D,1p(D))([1p(D)]), from which we infer that H(E)(D) '
H(E)F (D,1p(D))([1p(D)]). Since we want H(E)F (D,1p(D)) = C∗(A,α)(H(E)) to
be isomorphic toG∗(D,1p(D))

(E), we can setH(E)(D):=G∗(D,1p(D))
(E)([1p(D)]).

The definition of H(E) is a bit more intricate on arrows. Consider r :

D′ → D in D: if we consider the cartesian lift p̂(r)D, then by cartesianity
r must factor through it with a unique vr : D′ → dom(p̂(r)D) such that
moreover p(vr) = θp(r),D, and this provides an arrow vr : (D′, 1p(D′)) →
(dom(p̂(r)D), θp(r),D) = D(p(r))(D, 1p(D)). Then we can define H(E)(r) as
the following composite arrow:

G∗(D,1p(D))
(E)[1p(D)] G∗(D,1p(D))

(E)([p(r)])

C∗∫
p(r)

G∗(D,1p(D))
(E)([1p(D′)])

G∗(D′,1p(D′))
(E)([1p(D′)]) G∗

(dom(p̂(r)D),θp(r),D)
(E)([1p(D′)])

H(E)(r)

G∗
(D,1p(D))

(E)(p(r))

G
(D,1p(D))

p(r)
([1p(D′)])

Gvr (E)([1p(D′)])

.

The functoriality of H(E) can be checked through a (rather lenghty) com-
putation. It is easier to define H on arrows: indeed, given g : E → E′ in E ,
H(g) : H(E) → H(E′) is defined componentwise, where for D in D we set
H(g)(D) as

G∗(D,1p(D))
(g)([1p(D)]) : G∗(D,1p(D))

(E)([1p(D)])→ G(D,1p(D))(E
′)([1p(D)]).
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It is very easy to see that this defined a natural transformation H(E) ⇒
H(E′) and that the association g 7→ H(g) is functorial.

Now, by the very definition of H(E) it holds that for every X in C and
every (B, β) we have C∗(B,β)H(E) ' G(B,β)(E): all these are sheaves, and by
applying Lemma 5.3.3 we have that H(E) is a JD-sheaf.

For now we have a functor H : E → D̃ such that the cone G is essentially
equivalent to the composite of H with the cone C: we want it to be the
inverse image of a geometric morphism. But this follows from Lemma 5.3.2:
since all the functors C(A,α) and C(A,α)H ' G(A,α) preserve finite limits and
arbitrary colimits, and since the C(A,α) are jointly conservative, it follows
that H must also preserve finite limits and arbitrary colimits. By the adjoint
functor theorem for Grothendieck toposes we conclude that H is the inverse
image of a geometric morphism D̃ → E . It is also immediate to check that
it is a morphism in the slice Toposco/C̃: thus we have defined the behaviour
of the functor

IndC(D,Toposco/C̃(C̃/−,E ))→ Toposco/C̃(D̃,E )

on objects. The definition on arrows is rather easy: start with two cocones
G and G′, corresponding to inverse images functors H : E → D̃ and H ′ :
E → D̃. An arrow ξ : G V G′ is a modification, and we want to build
from it a natural trasformation η : H ′ ⇒ H of geometric morphisms. To
define η, notice that ξ corresponds to the given for every (A,α) in D(X) of
a natural transformation ξ(A,α) : G′(A,α) ⇒ G(A,α) of geometric morphisms
(the direction is reversed by the co), satisfying some naturality conditions:
then we can set η(E) : H ′(E)⇒ H(E) : Dop → Set componentwise as

η(E)(D) := G′∗(D,1p(D))
(E)([1p(D)])

ξ(D,1p(D))(E)([1p(D)])

−−−−−−−−−−−−−−→ G∗(D,1p(D))
(E)([1p(D)])

It is easy to check using the definition of modification that η(E)(D) is natural
in both components, and thus provides a 2-cell of geometric morphisms η :
H ′ ⇒ H.

The verification that we have defined a pseudonatural equivalence is
lenghty but straightforward.

Remark 5.3.3. Notice in particular that if E = Sh(A, T ) and all the ge-
ometric morphisms G(A,α) of the cocone are induced by continuous comor-
phisms of sites, then H : GirJ(p)→ E is induced, up to isomorphism, by the
continuous comorphism of sites h : D → A we defined in Corollary 5.2.3.

A further result shows that Giraud toposes for presheaves are canonically
seen as conical colimits, in a way that generalizes Proposition 5.1.1:
Corollary 5.3.6. Consider a small-generated site (C, J): for any presheaf
P : Cop → Set, the topos GirJ(P ) is the conical pseudocolimit of the diagram

D :
∫
P

pP−−→ C C/−−−→ cFibC
G−→ Com/(C, J)

C(−)−−−→ Toposco/Sh(C, J);
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in particular, if P is the terminal presheaf we have that Sh(C, J) is the conical
pseudocolimit of the diagram C(−)G(C/−).

If we consider the 1-category Topos/1Sh(C, J), where geometric mor-
phisms are identified up to equivalence, then GirJ(P ) is also the 1-colimit of
D in Topos/1Sh(C, J).

Proof. The first claim follows from Corollary 2.9.3, which stated that a col-
imit weighted by a discrete indexed category can be described as a conical
colimit, so that

GirJ(P ) ' colimP
ps(C(−)G(C/−)) ' colimps(C(−)G(C/−)pP ).

Its colimit cocone is that of the geometric morphisms

Sh(C/X, JX) Sh(C/Y, JY )

GirJ(P )

C(X,s)

C∫
y

C(Y,P (y)(s))

∼

indexed by the objects (X, s) in
∫
P . If in particular we consider the termi-

nal presheaf 1 : Cop → Set, it is immediate to see that the corresponding
Grothendieck fibration is the identity functor of C, and thus Sh(C, J) '
colimps(C(−)G(C/−)).

For the last part, consider a 1-cocone G(X,s) : Sh(C/X, JX) → F un-
der the diagram D. In the proof of Theorem 5.3.5 the definition of the
induced geometric morphism H : GirJ(P ) → F was forced by the condi-
tions G(X,s) ' HC(X,s); if we want to build a 1-colimit we must strenghten
them to the equalities G(X,s) = HC(X,s), and this determines H uniquely up
to isomorphism: thus GirJ(P ) is a 1-colimit of toposes.

Remark 5.3.4. For an arbitrary weight D the two colimits colimD
psD and

colimps(DpD) are in general different. Take C = 1, the terminal category,
and endow it with the trivial topology: then Sh(1, J tr

1
) ' Set and D : 1→

Toposco/Setmaps the unique object of 1 to Set. Consider now the category
2 that has two objects 0 and 1 and an arrow t : 0 → 1 between them: the
unique functor p : 2 → 1, is a fibration and the Giraud topology over 2 is
the trivial topology, hence colim2

ps(D) ' Sh(2, J2) ' [2,Set]. On the other
hand, Dp : 2 → Toposco/Set maps the two objects of 2 to the topos Set
and the unique arrow between them to the identity geometric morphism of
Set: thus colimps(Dp) ' Set.

Finally, from Theorem 5.3.5 we can deduce the fundamental adjunc-
tion between essentially J-small cloven fibrations over C and toposes over
Sh(C, J):
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Corollary 5.3.7. For any small-generated site (C, J), the two pseudofunc-
tors

ΛToposco/Sh(C,J) : cFibJC
G−→ Com/(C, J)

C(−)−−−→ Toposco/Sh(C, J),[
[p : D → C] (F,ϕ)−−−→ [q : E → C]

]
7→
[
[GirJ(p)]

(CF ,Cϕ)−−−−−→ [GirJ(q)]

]
,

and
ΓToposco/Sh(C,J) : Toposco/Sh(C, J)→ IndJC ' cFibJC ,

which acts by mapping a geometric morphism E : E → Sh(C, J) to

Toposco/Sh(C, J)(Sh(C/−, J(−)), [E]) : Cop → CAT,

are the two components of a 2-adjunction

cFibJC Toposco/Sh(C, J)

ΛToposco/Sh(C,J)

`

ΓToposco/Sh(C,J)

Finally, as the 2-adjunction ΛCAT/C a ΓCAT/C restricts to sites and con-
tinuous comorphisms, so the 2-adjunction ΛToposco/Sh(C,J) a ΓToposco/Sh(C,J)

can also be formulated on a smaller class of toposes. Indeed, since G maps
all fibrations in cFibC and their morphisms to continuous comorphisms of
sites, it follows that the geometric morphisms in the image of ΛToposco/Sh(C,J)

are all essential geometric morphisms, and thus the colimit cocone lives in
EssTopos. Moreover, if we go back to the proof of Theorem 5.3.5 and
supposed that all the legs G∗(A,α) of the cone of the inverse images preserve
arbitrary limits, H does too by Lemma 5.3.2, which is to say that if all the
legs G(A,α) are essential geometric morphisms then the induced functor H is
an essential geometric morphism. This proves the following result:
Corollary 5.3.8. Given a cloven fibration p : D → C with corresponding
C-indexed category D, then there is a 2-adjunction

cFibJC EssToposco/Sh(C, J)

ΛEssToposco/Sh(C,J)

`

ΓEssToposco/Sh(C,J)

where

ΓEssToposco/Sh(C,J)(E ) := EssToposco/Sh(C, J)(C̃/−,E ) : Cop → CAT,

ΛEssToposco/Sh(C,J)(p) := [CpD : GirJ(P )→ Sh(C, J)].
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Remark 5.3.5. This could also be derived from the adjunction C(−) a (−)!

between EssToposco and Comcont which we introduced in Corollary 4.1.1.
Indeed, since C(−) is a left adjoint it preserves weighted pseudocolimits: thus
from (G(D), JD) ' colimD

ps(C/−) it follows that

GirJ(D) := Sh(G(D), JD) ' colimD
ps Sh(C/−, J(−))

in EssToposco. Moreover, the functor C(−) restricts to a functor of slice
categories

C(−) : Comcont/(C, J)→ EssToposco/Sh(C, J),

so the diagram Sh(C/−, J(−)) has image in the slice EssToposco/Sh(C, J).
Finally, since the forgetful functor EssToposco/Sh(C, J) → EssToposco

reflects colimits, the topos GirJ(D) is also the colimit of Sh(C/−, J(−)) in
EssToposco/Sh(C, J).

In fact, the codomain of Γ can also be restricted:
Lemma 5.3.9. Given a site (C, J), the functor

ΓToposco/Sh(C,J) : Toposco/Sh(C, J)→ cFibC

factors through St(C, J).

Proof. Indeed, consider X in C, mR : R�よ(X) in J(X) and any Sh(C, J)-
topos E : then the diagram

FibC(C/X,Γ(E )) Toposco/Sh(C, J)(Sh(C/X, JX),E )

FibC(
∫
R,Γ(E )) Toposco/Sh(C, J)(Sh(

∫
R, JR),E )

−◦
∫
mR

∼

∼−◦C∫
mR

∼

shows that the functor − ◦
∫
mR is an equivalence, and hence Γ(E ) is a

J-stack.

The previous lemma entails that we may restrict the fundamental ad-
junction to stacks, by applying 3.5.1:
Proposition 5.3.10. There are 2-adjunctions

StJ(C, J) Toposco/Sh(C, J)

a

Γ

,

StJ(C, J) EssToposco/Sh(C, J)

a

Γ′

,

where
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• in both cases the left adjoint acts by mapping a J-stack D : Cop → CAT
to its classifying topos CpD : Sh(G(D), JD)→ Sh(C, J);

• the right adjoint Γ maps a Sh(C, J)-topos E to the J-stack

Toposco/Sh(C, J)(Sh(C/−, J(−)),E ) : Cop → CAT

• the right adjoint Γ′ maps an essential Sh(C, J)-topos E to the J-stack

EssToposco/Sh(C, J)(Sh(C/−, J(−)),E ) : Cop → CAT.

5.4 The canonical fibration as a dualizing object

An immediate consequence of Theorem 5.3.5 is the fact that Giraud toposes
are equivalent to morphisms of fibrations to the canonical stack of the base
site:
Corollary 5.4.1. Consider a C-indexed category D, and denote by DV its
composite with (−)op (see Definition 2.1.4): then

GirJ(D) ' IndC(D,SV
(C,J))

op ' IndC(DV,S(C,J)).

Proof. If we denote by C̃[O] the object classifier over Sh(C, J) (which exists
by [21, Example B3.2.9]), then the following chain of natural equivalences
holds:

GirJ(D) : = Sh(G(D), JD)

' Topos/C̃(G̃(D), C̃[O])

' Toposco/C̃(G̃(D), C̃[O])op

' IndC(D,Toposco/C̃(C̃/−, C̃[O]))op

' IndC(D, C̃/−
V

)op

' IndC(DV,S(C,J))

Where we exploited the fact that IndC(DV,E) ' IndC(D,EV)op (which is
immediate to check) and that by definition S(C,J) := C̃/−.

Remarks 5.4.1. (i) This result generalizes Proposition 2.3 of [15], where
it is formulated for lex stacks over lex site.

(ii) We have already mentioned in Section 3.5.2 that when D is an internal
category of Sh(C, J) then the Giraud topos GirJ(D) := Sh(G(D), JD)
is the topos of internal presheaves for D:

GirJ(D) ' [Dop,Sh(C, J)]. (5.1)
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The Corollary above provides the external intuition for that: if we think
of S(C,J) as the embodiment of the topos Sh(C, J) in terms of stacks
over C, then we have an immediate parallelism between 5.1 and

GirJ(D) ' IndC
(
DV,S(C,J)

)
.

Thinking of Giraud’s topos as the topos of presheaves over a fibration
will be the starting point to develop relative topos theory, by gener-
alizing the usual notions at the level of sites (sheaves, flat functors,
morphisms, etc.) to stacks.

As a corollary we obtain an alternative proof of the fact that the canonical
fibration S(C,J) is a stack:
Corollary 5.4.2. Consider a site (C, J): then its canonical fibration S(C,J) :
Cop → CAT is a J-stack.

Proof. Consider a J-covering sieve mR : R�よ(X): Lemma 2.10.9 showed
that

Sh(
∫
R, JR) ' Sh(C/X, JX)

via the geometric morphism CmR . Therefore we have a commutative square

Sh(
∫
R, JR) IndC(R

V,S(C,J))

Sh(C/X, JX) IndC(よ(X)V,S(C,J))

∼

∼

∼ −◦mR

Finally, it is enough to notice that since both R andよ(X) are discrete they
are left unchanged by (−)V, i.e. R ' RV and よ(X) 'よ(X)V, to conclude
the proof.

The equivalence GirJ(D) ' IndC(DV,S(C,J)) gives us a way of seeing
JD-sheaves as gluing of local data, since a JD-sheaf W : G(D)op → Set
corresponds to a morphism of Grothendieck fibrations G(DV) → G(S(C,J)),
i.e. to the following data:

• for every X in C and U in D(X), a JX -sheaf HU : (C/X)op → Set;

• for every U in D(X) and every pair of arrows y : Y → X in C and
a : D(y)(U) → V in D(Y ), a morphism of presheaves h(y,a) : HV →
HU ◦ (

∫
y)op such that the association (y, a) 7→ h(y,a) is functorial and

moreover whenever a is invertible then h(y,a) is invertible.

A similar description of arrows of GirJ(D) in terms of local data can be
given.

The last result also implies that the canonical stack S(C,J) has some-
what the role of a dualizing object between the two categories IndC and
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Toposco/Sh(C, J), because it allows us to express both Γ and Λ as hom-
functors in S(C,J) as the two following equivalences show:

ΓToposco/Sh(C,J)(E ) : = Toposco/Sh(C, J)(Sh(C/−, J(−)),E )

' Toposco/Sh(C, J)(S(C,J)(−),E ),

ΛToposco/Sh(C,J)(D) : = GirJ(D)

' IndC(DV,S(C,J)).
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Chapter 6

The discrete setting

In this chapter, we specialize the two adjunctions

cFibC CAT/C

ΛCAT/C

ΓCAT/C

a

, cFibJC Toposco/Sh(C, J)

ΛTopos/Sh(C,J)co

ΓTopos/Sh(C,J)co

a

of Chapter 5 to the discrete setting, that is, we study their behaviour on
presheaves. The restriction of the first adjunction is not so interesting per
se, but it will be put to good use in the context of preorder categories; on
the other hand, the fundamental adjunction provides a broad generalization
of the topological presheaf-bundle adjunction which we will review in Sec-
tion 6.2: toposes over Sh(C, J) play the role of topological spaces over X,
and we can again recover the sheafification functor as the composite of the
two adjoints. The example of topological spaces will be motivating for the
study of the fundamental adjunction in the context of preordered categories,
which is carried out in Section 6.3; in this setting, the adjunction can be
notably formulated in purely site-theoretic language, without any reference
to geometric morphisms. Further, we investigate the possibility of building
structure sheaves for algebraic structures through the fundamental adjunc-
tion, establishing a number of results useful in this regard. More specifically,
we undertake a systematic study of the ways for equipping the domain of
a map towards a given topological space with a topology making it a local
homeomorphism; such a classification involves the consideration of sections
of the given map defined on open subsets of the base topological space, and
can be profitably applied in cases where one disposes of an ‘algebraic’ pre-
sentation of the topos of sheaves on the given space providing a basis for it
(we discuss two well-known examples of structure sheaves for algebraic struc-
tures, namely the Zariski structure sheaf for a commutative ring with unit
and the structure sheaf for a MV-algebra introduced in [13], to illustrate this
point). We also make a refined analysis of the interplay between the point-
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free and point-set perspectives in the setting of the classical presheaf-bundle
adjunction for topological spaces.

Section 6.4 exploits the discrete fundamental adjunction to list various
possible descriptions of the sheafification functor.

6.1 The specialization to presheaves

Suppose that C is small: then, given any presheaf P : Cop → Set, its discrete
fibration

∫
P is again a small category. When defining the Grothendieck

construction G we mentioned that its image in CAT/C is contained in the
sub-2-category of strictly commutative triangles: this means in particular
that presheaves are sent through G to the 1-categorical slice Cat/1C. With
this in mind, we can easily show the following:
Proposition 6.1.1. Consider a small category C: the adjunction of Propo-
sition 5.2.1restricts to an adjunction

[Cop,Set] Cat/1C

ΛCat/1C

`

ΓCat/1C

where:

• Cat/1C denotes the 1-categorical slice of Cat over C introduced in
Definition 2.1.1;

• ΛCat/1C is the restriction of ΛCAT/C: it maps a presheaf P to the
functor

∫
P → C, and an arrow g : P → Q of presheaves to the functor∫

g :
∫
P →

∫
Q;

• ΓCat/1C maps a functor p : D → C to the presheaf Cat/1C(C/−,D) :
Cop → Set.

All objects of [Cop,Set] are fixed points of the adjunction, while the fixed
points of Cat/1C are exactly the discrete Grothendieck fibrations over C.

Proof. The hypothesis that both C and D are small implies that ΓCat/1C has
image in [Cop,Set]. Thus for P in [Cop,Set] and p : D → C we can consider
the natural isomorphism

[Cop,Set](P,Cat/1C(C/−, [p])) ' Cat/1C(
∫
P, [p])

given by the 2-adjunction ΛCAT/C a ΓCAT/C . It maps an arrow g : P →
Cat/1/C(C/X, [p]) to ḡ :

∫
P → D defined on objects by ḡ(X, s) := gX(s);

conversely, h :
∫
P → D is mapped to h̃ : P → Cat/1C(C/−, [p]), hX(s) :

C/X → [p] being defined on objects by hX(s)([y]) := h(Y, P (y)(s)).
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The unit of the adjunction for a presheaf P is the arrow ηP : P → ΓΛ(P )
such that for every X in C the function ηP (X) : P (X)→ Cat/1C(C/X,

∫
P )

maps any s ∈ P (X) to the functor C/X →
∫
P defined on objects as [y :

Y → X] 7→ (Y, P (y)(s)): one immediately verifies that ηP is in fact the
isomorphism P

∼−→ Cat/1C(C/−,
∫
P ) given by fibered Yoneda lemma, and

hence every presheaf P is a fixed point. Conversely, for any p : D → C
the counit ε[p] :

∫
(Cat/1C(C/−, [p])) → [p] is defined by mapping a pair

(X,F : C/X → D) to F ([1X ]): then ε[p] is invertible if and only if D is
isomorphic to the discrete fibration

∫
(Cat/1C(C/−, [p])).

Let us now consider the topos-theoretic adjunction. The first thing we
need to take care of is a size problem: in general, the hom category between
two toposes is not a set, and hence we have to refine the definition of the
right adjoint ΓTopos/Sh(C,J)co . This is rather immediate:
Definition 6.1.1. We call a geometric morphism F : F → Sh(C, J) small
relative to Sh(C, J) if for any J-sheaf P : Cop → Set the geometric mor-
phisms Sh(C, J)/P → F over Sh(C, J) form a set (up to equivalence of
geometric morphisms): more compactly, if the category

Topos/1Sh(C, J)(Sh(C, J)/P,F )

is small. We denote by Toposs/1Sh(C, J) the full subcategory of the 1-
category Topos/1Sh(C, J) whose objects are the small geometric morphisms
relative to Sh(C, J).
Remark 6.1.1. In fact, one can reduce to checking the smallness of all
categories Topos/1Sh(C, J)(Sh(C, J)/`J(X),F ) for X an object of C: this
because the topos Sh(C, J)/P ' Sh(

∫
P, JP ) is a conical colimit of toposes

of the form Sh(C/X, JX) ' Sh(C, J)/`J(X), by Corollary 5.3.6.
The adjunction between presheaves and bundles over a topological space

(see Section 6.2), which inspired these results, restricts to an equivalence
between sheaves and étale bundles over the space. Also the fundamental
adjunction, when restricted to the discrete case, induces an equivalence be-
tween the category Sh(C, J) and a special class of toposes over Sh(C, J),
which are unsurprisingly the étale toposes:
Definition 6.1.2. A geometric morphism F : F → E is said to be étale, or
a local homeomorphism , if there is some E in E such that F is isomorphic
to the canonical geometric morphism

∏
E : E /E → E .

We denote by Toposétale/1Sh(C, J) the 1-category of étale Sh(C, J)-
toposes.
Remark 6.1.2. We recall that the category Toposétale/1Sh(C, J) embeds
fully inside Topos1Sh(C, J), for it is well-known that a geometric morphism
between étale toposes is itself étale.

Étale toposes are the way in which one can externalize objects of a topos
E as toposes over E , and significantly this process is full and faithful:
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Lemma 6.1.2. Consider a topos E : then the functor E → Topos/1E of
1-categories mapping each E in E to

∏
E : E /E → E and each g : X → Y

to
∏
g : E /X → E /Y presents E as the full subcategory of étale geometric

morphisms over E . More explicitly, there is an isomorphism

E (X,Y ) ' Topos/1E (E /X,E /Y ).

Proof. This is a well known result, but let us sketch the correspondence for
later use: starting from g : X → Y , we consider the functor

∏
g. Viceversa,

consider the arrow ∆Y : Y → Y × Y in E : it is also an arrow ∆Y : 1E /Y →
Y ∗(Y ) of E /Y , where Y ∗ : E → E /Y is the usual functor mapping any Z to
[π : Y × Z → Y ]. Now take any F : E /X → E /Y : if we consider the arrow
F ∗(∆Y ) : 1E /X → X∗(Y ), i.e. F ∗(∆Y ) : [1X ]→ [X×Y → X], it is an arrow
〈1, g〉 : X → X × Y of E and this provides our arrow g : X → Y .

Remarks 6.1.3. (i) Every local homeomorphism to Sh(C, J) is small rel-
ative to Sh(C, J): this holds because the geometric morphisms over
Sh(C, J) from a local homeomorphisms Sh(C, J)/P to a local home-
omorphism Sh(C, J)/Q correspond precisely to the arrows P → Q in
Sh(C, J).

(ii) Suppose that E ' Sh(C, J): since Sh(
∫
P, JP ) ' Sh(C, J)/aJ(P ) by

Proposition 2.10.7, the previous lemma is telling us that a geometric
morphism Sh(

∫
P, JP ) → Sh(

∫
Q, JQ) is presented by an arrow α :

aJ(P ) → aJ(Q). The fact that we can replace geometric morphisms
with arrows in the topos is very relevant, since it will imply that we
will be able to work at a lower level of complexity by ‘hiding’ the
topos-theoretic content of our adjunction. This is not an uncommon
feature: the same happens for topological spaces (see Section 6.2),
where the right adjoint Γ can be described as a hom functor at the
level of topological spaces, and it happens more generally for preordered
categories (see Section 6.3). In general, this is a feature of classes of
geometric morphisms that can be presented at the level of sites.

We have now all the ingredients to restrict the fundamental adjunction
to presheaves, generalizing at the same time the topological presheaf-bundle
adjunction of Section 6.2 to all sites:
Proposition 6.1.3. Consider a small-generated site (C, J):

(i) There is an adjunction of 1-categories

[Cop,Set] Toposs/1Sh(C, J)

ΛToposs/1Sh(C,J)

ΓToposs/1Sh(C,J)

a

.
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The functors ΛToposs/1Sh(C,J) is the restriction of ΛTopos/Sh(C,J)co: i.e.
it maps a presheaf P to [

∏
aJ (P ) : Sh(C, J)/aJ(P )→ Sh(C, J)] and an

arrow g : P → Q to
∏

aJ (g) : Sh(C, J)/aJ(P ) → Sh(C, J)/aJ(Q);
exploiting Proposition 2.10.7 we can rephrase this in terms of comor-
phisms of sites, , as Λ(P ) := [CpP : Sh(

∫
P, JP ) → Sh(C, J)] and

Λ(g) := C∫
g : Sh(

∫
P, JP )→ Sh(

∫
Q, JQ).

The functor ΓToposs/1Sh(C,J) acts like a Hom-functor by mapping an
object [F : F → Sh(C, J)] of Toposs/1Sh(C, J) to the presheaf

Toposs/1Sh(C, J)(Sh(C, J)/`J(−),F ) : Cop → Set.

(ii) The image of ΛToposs/1Sh(C,J) factors through Toposétale/Sh(C, J),
and the image of ΓToposs/1Sh(C,J) factors through Sh(C, J);

(iii) for any J-sheaf Q it holds that ΓToposs/1Sh(C,J)([
∏
Q]) ' Q, implying

that the fixed points of Toposs/1Sh(C, J) are precisely the étale geo-
metric morphisms, while those of [Cop,Set] are J-sheaves; in particu-
lar, the composite functor ΓToposs/1Sh(C,J)ΛToposs/1Sh(C,J) is naturally
isomorphic to

iJaJ : [Cop,Set]→ Sh(C, J)→ [Cop,Set];

(iv) the adjunction ΛToposs/1Sh(C,J) a ΓToposs/1Sh(C,J) restricts to an equiv-
alence

Sh(C, J) ' Toposétale/1Sh(C, J).

Proof. Let us once again adopt the notation C̃ := Sh(C, J) for the sake of
brevity, and let us drop the subscripts for Λ and Γ:

(i) This is just a restriction of the adjunction appearing in Theorem 5.3.5:
indeed, the equivalence of Hom-categories

Toposco/C̃(Λ(P ),E ) ' IndC(P,Γ(E ))

appearing there restricts to a bijection of Hom-sets (up to equivalence
of geometric morphisms)

Toposs/1C̃(Λ(P ),E ) ' [Cop,Set](P,Γ(E ))

because Λ(P ) is a 1-colimit of toposes by Corollary 5.3.6.

(ii) The fact that the image of Λ factors through Toposétale/C̃ is true by
definition. The image of Γ is contained in C̃ as a consequence of Lemma
5.3.9, once recalled that a presheaf P is a J-stack if and only if it is a
J-sheaf (see Proposition 2.6.1).
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(iii) Consider an étale geometric morphism [
∏
Q : C̃/Q→ C̃]: then

Γ([
∏
Q]) := Toposs/1C̃(C̃/`J(−), C̃/Q) ' C̃(`J(−), Q) ' Q

This implies that ΛΓ([
∏
Q]) ' Λ(Q) ' [

∏
Q], and hence [

∏
Q] is a fixed

point for Λ a Γ; conversely, if [F : F → C̃] is a fixed point then it
is isomorphic to [

∏
aJ (Γ([F ]))] and hence it is étale. The identity above

also implies that ΓΛ(P ) ' Γ([
∏

aJ (P )]) ' aJ(P ), and in particular that
a presheaf P is a fixed point for Λ a Γ if and only if it is a J-sheaf.

(iv) It follows from restricting the adjunction Λ a Γ to its fixed points.

6.2 The adjunction between presheaves and bun-
dles over a topological space

In the present section we will recall the motivating example for the previous
work, namely the adjunction Λ a Γ between the topos of presheaves over
a topological space X and the category of bundles over X. We also take
a chance to analyse some aspects of the adjunction that will provide the
motivation for the later developments in the case of preorder sites. Since
this is the ‘original’ fundamental adjunction, we will not decorate the two
adjoints Λ and Γ with any subscripts.

Given a topological space X, denote by O(X) its poset of open subsets:
the topos Psh(X) := [O(X)op,Set] is called the category of presheaves (of
sets) over X: the topos of sheaves for the canonical open cover topology
Jcan
O(X) on O(X) is denoted by Sh(X). On the other hand, if Top is the

1-category of topological spaces, the 1-categorial slice Top/X is called the
category of bundles over X.

Since O(X) is posetal, there is at most one arrow i : V ↪→ U for any two
V and U in O(X): therefore, for any presheaf P over X and any s ∈ P (U)
its image P (j)(s) is usually denoted just with s|V . We recall that for a
presheaf P over X the stalk of P at x ∈ X is defined as the colimit of sets
Px := colimx∈U∈O(X) P (U). For any s ∈ P (U) its equivalence class in Px is
called germ of s at x and it is indicated by sx: then s ∈ P (U) and t ∈ P (V )
have the same germ at x ∈ U ∩V if and only if there exists W ⊆ U ∩V such
that x ∈ W and s|W = t|W . Of course, any arrow h : P → Q of presheaves
induces an arrow hx : Px → Qx by the universal property of colimits.

There is an adjunction (cfr. [27, Sections II.4, II.5, II.6])

Psh(X) Top/X

Λ

a

Γ

.
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The functor Λ maps a presheaf P to its bundle of germs, i.e. the canonical
projection πP : EP =

∐
x∈X Px → X; on arrows Λ acts by mapping h : P →

Q to Λh :=
∐
x∈X hx :

∐
x∈X Px →

∐
x∈X Qx. For any s ∈ P (U) we can

define a map ṡ : U → EP sending a point x ∈ U to the germ sx: since

ṡ(U) ∩ ṫ(V ) =
⋃

W⊆U∩V,r=s|W=t|W

ṙ(W ),

for any s ∈ P (U) and t ∈ P (V ), the sets of the form ṡ(U) are the basis for
a topology over EP . With this topology one can show that πP and all the
functions of kind Λh or ṡ are continuous.

The functor Γ is instead the local sections functor, assigning to a bundle
p : E → X the presheaf Γp which sends each open set U ofX to the set Γp(U)
of continuous maps s : U → E such that p◦s = iU : U ↪→ X: these are called
the sections of p defined on U . More compactly, Γp := Top/X([i(−)], [p]) :
O(X)op → Set. The functor Λ takes values in the full subcategory Etale(X)
of étale bundles on X (that is, the local homeomorphisms to X), while the
functor Γ takes values in the full subcategory Sh(X) of Psh(X); in fact, the
adjunction Λ a Γ restricts to an equivalence between Etale(X) and Sh(X).
Remark 6.2.1. One often unmentioned consequence of the topological ad-
junction Λ a Γ is that the space EP is a colimit of topological spaces over
X. Indeed, by the very definition of adjunction we have that, for any bundle
q : Y → X,

Top/X([πP ], [q]) ' Psh(X)(P,Top/X([i(−)], [q])

' [(
∫
P )op,Set](1,Top/X([iπP (−)], [q])),

where the last equivalence is a consequence of Proposition 2.9.2. In other
words, EP can be seen as the colimit of the diagram D :

∫
P → Top/X

mapping every (U, s) to the inclusion U ↪→ X.
We will now provide some pointfree results related to the adjunction

Λ a Γ. The first result states that set-theoretic sections for a bundle of germs
are topological sections if and only if they are locally so: it will become useful
later.
Proposition 6.2.1. Let X be a topological space, U an open set of X, P a
presheaf on X and s : U →

∐
x∈X Px a map such that pP ◦ s = iU . Then the

following conditions are equivalent:

(i) s is continuous;

(ii) there is an open covering {Ui ↪→ U | i ∈ I} of U such that for each
i ∈ I there is ti ∈ P (Ui), s|Ui = ṫi.

Proof. We will use the fact that the collection of subsets of the form ṫ(V )
for V ∈ O(X) and t ∈ P (V ) are an open covering and a basis of

∐
x∈X Px.
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We remark preliminarily that if we consider z ∈ s−1(ṫ(V )) ⊆ U , then there
must be some v ∈ V such that s(z) = tv: this implies that z = πP (s(z)) =
πP (tv) = v, so that s−1(ṫ(V )) ⊆ V , and s(z) = tz.

First suppose that s is continuous: then the collection of subsets of the
form Z := s−1(ṫ(V )) is an open covering of U , and we have shown above
that s|Z = ˙t|Z : thus condition (ii) is satisfied.

Conversely, assume that (ii) holds. Since the subsets ṫ(V ) form a basis,
showing the continuity of s is equivalent to verifying that the inverse image
under s of any of these open sets is open. We will prove this by showing that
s−1(ṫ(V )) contains an open neighbourhood of each of its points. Consider
thence y ∈ s−1(ṫ(V )): we already know that s(y) = ty, but by our hypothesis
there is also i ∈ I such that y ∈ Ui and s(y) = (ti)y. Since (ti)y = ty there is
an open neighbourhood Wi of y such that Wi ⊆ Ui ∩ V and ti|Wi = t|Wi . So
Wi is an open neighbourhood of y contained in s−1(ṫ(V )), and thus s−1(ṫ(V ))
is open.

Remark 6.2.2. Notice that condition (ii) of Proposition 6.2.1 tells us that
the topological condition of continuity of s is equivalent to a purely set-
theoretic condition. This is a first hint of the fact that the adjunction Λ a Γ
can de bescribed without explicitly recurring to the category of topological
spaces: we will provide stronger evidence of this in the following results.

The following technical lemma will allow us to show that sections or local
homeomorphisms are always open maps:
Lemma 6.2.2. Let s : U → E be a section of a local homeomorphism
p : E → X on an open set U of X. Then, any open set V of U can be covered
by a family {Vi | i ∈ I} of open subsets Vi ⊆ V such that for each i ∈ I,
s(Vi) is contained in an open subset Ai of E such that p|Ai : Ai → p(Ai) is
an homeomorphism onto an open set p(Ai) of X.

Proof. Since p is a local homeomorphism, there is an open covering {Ai ⊆
E | i ∈ I} of E such that for each i, p|Ai → p(Ai) is an homeomorphism
onto an open set p(Ai) of X. By taking Vi = s−1(Ai) ∩ V , we thus obtain
an open covering of V satisfying the required condition.

Corollary 6.2.3. Consider a topological space X and P in Psh(X): then
any section of the étale bundle EP → X is an open map.

Proof. Consider an open V of X and a section s : V → EP : given a covering
{Vi | i ∈ I} of V as in the previous lemma, s(V ) =

⋃
i∈I s(Vi), and each

s(Vi) is open as it is the inverse image of the open set Vi = p(s(Vi)) ⊆ p(Ai)
along the local homeomorphism p|Ai : Ai → p(Ai).

Finally, we recall that open maps are precisely those that they induce
and adjunction at the level of topologies:
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Lemma 6.2.4. Consider a continuous map e : E → X: it is open if and
only if e−1 : O(X) → O(E) admits a left adjoint e!, which acts by mapping
U ⊆ E to e(U) ⊆ X.

We will now provide two results which pave the way for our future consid-
erations: we defer all remarks about them to the end of the present section.
The first result shows that the bundle of germs for a presheaf P is a topo-
logical site of presentation for the classifying topos of the fibration

∫
P (see

Definition 2.11.1). This gives a topos-theoretic motivation to the relevance of
the étale bundle of a presheaf, and it also justifies why in the discrete adjunc-
tion of Section 6.1 the 2-category cFibC has become the rightful substitute
for Top/X.
Proposition 6.2.5. Let X be a topological space and P a presheaf P on it.
Consider the category

∫
P and endow it with the Grothendieck topology JP

defined in Proposition 2.10.7: in particular, {(Ui, s|Ui) ↪→ (U, s) | i ∈ I} is
JP -covering if and only if {Ui | i ∈ I} is an open covering of U . Consider
the bundles of germs EP : then the functor fP :

∫
P → O(EP ) defined by

fP (U, s) := ṡ(U) is a morphism and comorphism of sites which induces an
equivalence of toposes

CfP : Sh(
∫
P, JP ) ' Sh(EP ).

Moreover, said equivalence is compatible with the canonical geometric mor-
phisms to Sh(X), and it is natural in P .

Proof. To prove that fP is a morphism of sites we use the characterization
of [9, Definition 3.2], which was divided in four conditions:

(i) fP sends covering families to covering families: indeed, if {(Ui, s|Ui)} is
an open cover of (U, s) then U =

⋃
i∈I Ui and thus ṡ(U) =

⋃
i∈I ˙s|Ui(Ui).

(ii) for any W in O(EP ) there is a covering family Wi ⊆ W such that
for each i there exists a (Ui, si) in

∫
P such that Wi ⊆ ṡi(Ui): this is

trivial, because since the sets ṡ(U) form a basis for EP there is a family
of (Ui, si) such that W =

⋃
i∈I ṡi(Ui).

(iii) for any pair (U, s), (V, t) in
∫
P and every W ⊆ ṡ(U)∩ ṫ(V ) there exist

an open covering {Wi | i ∈ I} of W and open subsets Ui ⊆ U ∩ V such
that s|Ui = t|Ui = ri andWi ⊆ ṙi(Ui). Since ṡ(U)∩ṫ(V ) =

⋃
Z∈I ˙s|Z(Z),

where I = {Z ∈ O(X) | Z ⊆ U ∩ V, s|Z = t|Z}, we can take the Ui’s
above as the opens Z, set rZ := s|Z and WZ := W ∩ ˙rZ(Z).

(iv) The fourth condition concerns parallel pairs of arrows and is trivial in
this case.

To check that fP is a comorphism of sites, consider (U, s) in
∫
P and

an open covering of ṡ(U): without loss of generality we may assume it to
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be of the form {ṫi(Vi) | i ∈ I} for (Vi, ti) in
∫
P . We want to show that

there is a JP -covering family {(Uj , sj)} of (U, s) such that its image through
fP is contained in the sieve generated by {ṫi(Vi) | i ∈ I}: that is, that is,
every ṡj(Uj) is contained in some ṫi(Vi). First of all, notice that the equality⋃
i∈I ṫi(Vi) = ṡ(U) implies immediately that

⋃
i∈I Vi = U . Now consider any

v ∈ Vi: since (ti)v = (s|Vi)v there must be an open neighbourhoodWi(v) ⊆ Vi
of v such that (ti)|Wi(v) = s|Wi(v). Since each Vi is covered by the Wi(v), it
follows that they also cover U : but then the objects (Wi(v), (ti)|Wi(v)) are a
JP -covering of (U, s) satisfying the requirement above.

To prove that the induced geometric morphism CfP is an equivalence,
we will exploit [9, Proposition 7.18], that states that if fP is a morphism
and comorphism of sites fP : (

∫
P, JP ) → (O(EP ), Jcan

O(EP )) then it induces
an equivalence of toposes Sh(EP ) ' Sh(

∫
P, JP ) if and only if it is JP -full

and Jcan
O(EP )-dense. The definition of both appears in [9, Definition 3.2]: the

JP -fullness is trivial, while Jcan
O(EP )-density boils down to the ṡ(U) being a

basis for EP .
Finally, we recall that the canonical geometric morphism Sh(EP ) →

Sh(X) is induced by the morphism of sites
π−1
P : (O(X), Jcan

O(X))→ (O(EP ), Jcan
O(EP )).

But notice that, since πP : EP → X is a local homeomorphism, it is an
open map: this implies that π−1

P admits a left adjoint πP (−), which by [9,
Proposition 3.14] is a comorphism of sites such that Sh(π−1

P ) ∼= CπP (−).
If instead we consider an arrow of presheaves h : P → Q then Λh is a

local homeomorphism, since πQ and πP = πQΛh are, and hence it is also
open: this implies again that the canonical geometric morphism Sh(Λ−1

h ) :
Sh(EP )→ Sh(EQ) is induced by the comorphism of sites Λh(−) : O(EP )→
O(EQ). Now, it is immediate to see that the diagrams of comorphisms on the
left commute, and thus they induce the commutative diagrams of geometric
morphisms on the right:

∫
P O(EP )

O(X)

fP

πP (−)

Sh(
∫
P, JP ) Sh(EP )

Sh(X)

'

Sh(πP )

∫
P EP

∫
Q EQ

∫
h

fP

Λh

fQ

Sh(
∫
P, JP ) Sh(EP )

Sh(
∫
Q, JQ) Sh(EQ)

∫
h

'

CΛh

'

Corollary 6.2.6. The two functors

[O(X)op,Set]
Λ−→ Top/X

Sh(−)−−−−→ Topos/Sh(X)
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and
[O(X)op,Set]

∫
(−)
−−−→ cFibO(X)

F−→ Topos/Sh(X)

are naturally isomorphic, where F := C(−)G is the functor mapping any
fibration p : D → O(X) to the geometric morphism Cp : Sh(D,Mp

Jcan
O(X)

) →
Sh(X) (see also Definition 2.11.1).

Our next result shows on the other hand that the sheafification functor
Psh(X)→ Sh(X), which we know to be equivalent to the composite ΓΛ, is
essentially localic in spirit. For a quick recap on the basics of the theory of
locales see Section 6.3.
Proposition 6.2.7. Let X be a topological space, U an open set of X, P
a presheaf on X. Then the continuous sections s on U for the bundle Λ(P )
are in natural bijective correspondence with the frame homomorphisms f :
O(EP )→ O(U) such that f ◦ π−1

P = i−1
U = (−)∩U . In other words, there is

a natural isomorphism of sheaves

Top/1X(−, EP ) ' Locale/1O(X)(O(−),O(EP )) : O(X)op → Set,

Moreover, the natural isomorphism is also natural on P .

Proof. Given a continuous map s : U → EP such that πP ◦ s = iU , then
the frame homomorphism s−1 : O(EP )→ O(U) satisfies s−1 ◦ π−1 = i−1

U =
(−)∩U . Let us show conversely that any frame homomorphism f : O(EP )→
O(U) such that f ◦ π−1 = (−) ∩ U is actually of the form s−1 for a unique
continuous section s. For this, we notice that the value of a continuous
section s at a point x is uniquely determined by the basic open sets ṫ(V )
which contain s(x); indeed, if s(x) ∈ ṫ(V ) then s(x) = tx; in other words,
the value of s at x is uniquely determined by the basic open sets ṫ(V ) such
that x ∈ s−1(ṫ(V )). Replacing s−1 by f we get the recipe for defining the
continuous section sf associated with a frame homomorphism f as above:
we set sf (x) equal to tx for any t ∈ P (V ) such that x ∈ f(ṫ(V )). Let
us show that this definition is well-posed. First, we observe that, given
x ∈ U , the collection of pairs (t, V ) such that x ∈ f(ṫ(V )) is non-empty
since, as O(EP ) is covered by the subsets of the form ṫ(V ) and f is a frame
homomorphism to O(U), U is covered by the subsets of the form f(ṫ(V )).
Next, let us notice that for any (V, t), f(ṫ(V )) ⊆ V , whence tx is well-
defined; indeed, f(ṫ(V )) ⊆ f(π−1

P (V )) = V ∩ U . Lastly, we have to check
that for any (V, t) and (V ′, t′) such that x ∈ f(ṫ(V ))∩f(ṫ′(V ′)), tx = t′x. We
have that ṫ(V ) ∩ ṫ′(V ′) =

⋃
W⊆V ∩V ′,r=t|W=t′|W ṙ(W ), so, since f is a frame

homomorphism,

f(ṫ(V )) ∩ f(ṫ′(V ′)) =
⋃

W⊆V ∩V ′,r=t|W=t′|W

f(ṙ(W )).

Therefore, there is an open set W ⊆ V ∩ V ′ and r ∈ P (W ) such that
x ∈ f(ṙ(W )) ⊆ W and r = t|W = t′|W ; so tx = rx = t′x, as required. The
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continuity of the map s thus defined follows from Proposition 6.2.1 since,
by definition, it is locally represented by section of P , while its uniqueness
follows from the above remark about its values being determined by the open
sets containing them. Finally, it is immediate to check that for V ⊆ U and
any h : P → Q the squares

Γ(ΛP )(U) Locale/1O(X)(O(U),O(EP ))

Γ(ΛP )(V ) Locale/1O(X)(O(V ),O(EP ))

∼

−◦(−∩V )

∼

,

ΓΛP Locale/1O(X)(O(−),O(EP ))

ΓΛQ Locale/1O(X)(O(−),O(EQ))

ΓΛh

∼

−◦Λ−1
h

∼

are commutative: the first expresses the naturality of the isomorphism which
was built above, and the second the naturality in P .

Corollary 6.2.8. The two functors

Psh(X)
Λ−→ Top/X

Γ−→ Psh(X)

and

Psh(X)
Λ−→Top/X

O(−)−−−→Locale/1O(X)
[f ]7→Locale/1O(X)(O(−),[f ])−−−−−−−−−−−−−−−−−−−→Psh(X)

are naturally isomorphic.
Remarks 6.2.3. (i) The condition f ◦ π−1 = (−) ∩ U , which is the dual

of πP ◦ s = iU , means, concretely, that for any open set Z of X,∨
V⊆Z,t∈P (V )

f(ṫ(V )) = Z ∩ U.

(ii) It is true more generally that, for any topological space X, the open
sets functor O : Top → Locale induces an equivalence of categories
between Etale/X and the category LH/X, where LH is the category
of local homeomorphisms of locales to X and local homeomorphisms
between them, which is a full subcategory of Loc/X (cf. [21, Lemma
C1.3.2(iii)-(v)]).

(iii) Proposition 6.2.7 hints to the independence of the sheafification of a
presheaf P in Psh(X) from the points of X, since it describes sheafi-
fication as a hom functor of locales. The same localic nature of the
sheafification process is shown by Proposition 6.2.5: indeed, the func-
tor fP :

∫
P → EP extends to an isomorphism of locales IdJP (

∫
P )

∼−→

142



O(EP ) (see Remark 6.3.3), which is exactly the isomorphism induced
by the equivalence of localic toposes Sh(EP ) ' Sh(

∫
P, JP ). These

considerations reveal that the sheafification process is really point-less
in spirit, even when performed for sheaves on a topological space.

(iv) Consider P in Psh(X) and the diagram

D :
∫
P → Com/(O(X), Jcan

O(X))

which maps every object (U, s) in
∫
P to the comorphism of sites

iU (−) : (O(U), Jcan
O(U)) = (O(X)/U, (Jcan

O(X))U ) → (O(X), Jcan
O(X)); the

arrows ṡ(−) : (O(U), Jcan
O(U)) → (O(EP ), Jcan

O(EP )) provide a cocone un-
der D. We have proven in Section 5.2 that (

∫
P, JP ) is the colimit of D:

therefore we have a unique comorphism of sites (
∫
P, JP )→ F (EP ) in-

duced by the universal property of colimits, which is exactly the functor
fP of Proposition 6.2.5. Finally, we have also shown in Section 5.3 that
when moving to toposes of sheaves over Sh(X), the colimit cocone for
(
∫
P, JP ) is preserved: but since Sh(

∫
P, JP ) ' Sh(EP ), we can con-

clude that Sh(EP ) is the colimit in the category of toposes over Sh(X)
for the diagram

∫
P → Topos/Sh(X), (U, s) 7→ [Sh(iU ) : Sh(U) →

Sh(X)].

6.2.1 Conditions for a generic map to be étale

In the present section we will make a short digression: considering a topo-
logical space X and a function

π : E → X,

we will analyse some set-theoretic conditions under which π is an étale map.
We have already mentioned in Section 6.2 that étale spaces come as colimits
of their local sections: and indeed, it is the choice of those sections that we
want to be continuous that forces all the relevant structure onto π. This is
made very explicit from the following result:
Proposition 6.2.9. [4, Lemma 2.4.7] Consider a local homeomorphism
π : E → X: then the topology on E is the final topology making all its local
sections continuous.

Explicitly put, if we consider the family of continuous local sections of π,
the topology on E is the finest topology making them continuous. As we can
see, the topology on E is canonically defined once we know which sections
are the continuous ones. Moreover, for a local homeomorphism π : E → X
the two following properties always hold:

(i) E is covered by its local sections, i.e. the family of continuous sections
of π is jointly epic;

143



(ii) the continuous sections of π are open.

We will see in a moment that assuming these two properties for a certain
class of sections of π is enough to build a topology τSπ on E such that π is
a local homeomorphism with respect to it. After that, we will confront τSπ
with another topology σSπ , which provides us with a subbase for the étale
topology; finally, we will consider necessary and sufficient conditions for a
map to be étale.

In general, for an open subset U of X we shall call local section of π at
U any map s : U → E making the diagram

U E

X
iU

s

π

commutative. We will denote by Sec(π) the set of pairs (U, s), where U ∈
O(X) and s : U → E is a local section of π. Notice in particular that every
section s of π is injective, since πs = iU is injective.

First of all, let us consider the topology for E which appeared in Propo-
sition 6.2.9:
Proposition 6.2.10. Consider a map π : E → X and suppose X is a
topological space. Consider a collection S ⊆ Sec(π) of local sections of π:
then the collection

τSπ := {W ⊆ E | ∀(U, s) ∈ S, s−1(W ) ∈ O(U)}.

is a topology on E, and it is the finest topology making all the local sections
in S continuous. Moreover, τSπ makes π continuous.

Proof. Consider one local section s : U → E of π: the set

τ(U,s) := {W ⊆ E | s−1(W ) ∈ O(U)}

provides a topology over E, which is the finest topology making s continuous.
It follows that the finest topology making all the sections s ∈ S continuous
will be the intersection of the topologies τ(U,s) over all possible choices of
(U, s) ∈ S, which is⋂

(U,s)∈S

τ(U,s) = {W ⊆ E | ∀ (U, s) ∈ S, s−1(W ) ∈ O(U))},

i.e. the topology τSπ above. Finally, to prove that π is continuous, consider
an open V ∈ O(X): then for every (U, s) ∈ S, we have that s−1π−1(V ) =
i−1
U (V ) := V ∩ U , which is open, and thus π−1(V ) ∈ τSπ .
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Let us now consider the relevant properties for the sections of an étale
map which we listed at the beginnin of the section. First of all, joint surjec-
tivity of S is connected to the openness of π:
Lemma 6.2.11. Consider π : E → X and S ⊆ Sec(π) as in Lemma 6.2.10:
if the local sections in S are jointly surjective over E then π is open.

Proof. Consider anyW ∈ τSπ and any (U, s) ∈ S. Notice that if x ∈ s−1(W ),
then s(x) ∈W and thus x = πs(x) ∈ π(W ): this implies that⋃

(U,s)∈S

s−1(W ) ⊆ π(W )

for everyW ∈ τSπ . Conversely, take x ∈ π(W ), i.e. x = π(w) for some w ∈W :
since the local sections in S are jointly surjective, there is some (U, s) ∈ S
and u ∈ U such that s(u) = w, which implies x = πs(u) = u ∈ s−1(W ).
This proves the opposite inclusion, and since all the s−1(W ) are open also
π(W ) is open.

Let us now turn our attention to openness. Since all the sections in S
should be open with respect to τSπ , we should in particular require for every
(U, s) ∈ S that s(U) be open in E. Spelling out this request explicitly we
obtain the following:

[†] for every (U, s), (V, t) ∈ S the set t−1(s(U)) = {x ∈ V ∩ U | s(x) =
t(x)} is open in X.

Notice that [†] is in fact the generalization of a well known property of
local homeomorphisms (see for instance [4, Lemma 2.4.6]), the local equality
condition for sections: given two different local sections (U, s) and (U, t)
of π and an element x ∈ U such that s(x) = t(x), there exists an open
neighbourhood W ⊆ U of x such that s|W = t|W .
Lemma 6.2.12. Consider π : E → X and S ⊆ Sec(π) as in Lemma 6.2.10:
if S satisfies [†] then its sections satisfy the local equality condition; the con-
verse holds if S is closed under subsections, i.e. if (U, s) ∈ S and W ⊆ U is
open then (W, s|W ) ∈ S.

Proof. Suppose that all sections in S are open and consider two sections
(U, s) and (U, t) and x ∈ U such that s(x) = t(x): then x ∈ t−1(s(U)),
which is an open subset of U such that s|t−1(s(U)) = t|t−1(s(U)), and hence the
local equality condition is satisfied.

Conversely, consider two sections (U, s) and (V, t) and an element x ∈
t−1(s(U)): by the local equality condition, applied to the sections (V ∩
U, s|V ∩U ) and (V ∩ U, t|V ∩U ) of S, there exists some open neighbourhood
Z ⊆ V ∩ U of x such that t|Z = s|Z . This implies that Z ⊆ t−1(s(U)) and
hence t−1(s(W )) is open in X. Since this holds for all choices of (U, s) and
(V, t) we conclude that the sections of S are open.
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We are now ready to show that when S satisfies [†] and is jointly surjective
π can be made into a local homeomorphism:
Proposition 6.2.13. Consider a map π : E → X, where X is a topological
space, and a family of local sections S ⊆ Sec(π). Suppose that the local
sections of S

(i) are jointly surjective: for every w ∈ E there exist (U, s) ∈ S and x ∈ U
such that w = s(x);

(ii) S satisfies [†]: for every (U, s) and (V, t) in S the set t−1(s(U)) =
s−1(t(V )) = {x ∈ U ∩ V | s(x) = t(x)} is open in X.

If we endow E with the topology τSπ of Lemma 6.2.10, π is a local homeomor-
phism, and the continuous sections of π are precisely those that are gluings
of subsections of sections in S.

Proof. Consider an element w ∈ E: we want an open neighbourhoodW ∈ τSπ
of w such that π(W ) is open and π|W is a homeomorphism.

Since the local sections of S are jointly surjective, there exists (U, s) ∈ S
such that w ∈ Im(s). Since the sections of S are open, s(U) is an open
neighbourhood of w. Finally, consider the arrow

π|s(U) : s(U)→ πs(U) = U :

it is continuous and open since it restricts π, which is continuous and open
(by Lemma 6.2.11); it is also bijective, since it is the inverse of s : U

∼−→ s(U).
Thus π|s(U) is a homeomorphism.

Finally, consider any continuous section (V, t) ∈ Sec(π) of π, i.e. such
that t is continuous; since π is a local homeomorphism, t is also open by
Corollary 6.2.3. If we consider the open subset t(V ) ⊆ E, by the joint
surjectivity of the sections in S we have that there exist (Ui, si) ∈ S for i ∈ I
such that t(V ) ⊆

⋃
i si(Ui). Consider the opens Zi := s−1

i (t(V )) = {x ∈
Ui∩V | t(x) = si(x)} ⊆ Ui∩V : then we have that (Zi, si|Zi) = (Zi, t|Zi) is a
subsection both of (Ui, si) and (V, t). Now, for every v ∈ V there exists i ∈ I
and x ∈ Ui such that t(v) = si(x): applying π this implies that v = x, thus
v ∈ Ui and t(v) = si(v), so that v ∈ Zi. This tells us that V is covered by
the opens Zi, and thus the section t : V → E is indeed the gluing of sections
t|Zi : Zi → E, which are subsections of the sections (Ui, si) of S.

Remark 6.2.4. The family S may be completely arbitrary, but there is no
loss in generality if we consider it closed under subsections and gluings, since
such a closure does not affect the induced topology τSπ . Indeed, suppose
that (U, s) ∈ S and call S ′ := S ∪ {(W, s|W )} for a subsection (W, s|W ) of
(U, s): then evidently τS

′
π ⊆ τSπ . Conversely if we take V ∈ τSπ , we have

that (s|W )−1(V ) = s−1(V ) ∩W , which is open in W , and hence V ∈ τS′π ,
so that τSπ = τS

′
π . Now consider (Ui, si) ∈ S such that for every i, j we
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have si|Ui∩Uj = sj|Ui∩Uj , call U = ∪iUi and s : U → E the map obtained by
gluing the maps si. Call S ′ = S ∪{(U, s)}. Of course, τS′π ⊆ τSπ . Conversely,
consider W ∈ τSπ : in particular, for every i we have s−1

i (W ) open in X, and
hence s−1(W ) = ∪is−1

i (W ) is open in X: thus W ∈ τSπ , and again τS′π = τSπ .
Consider a topology O(E) on E making π continuous, and denote by

Cont(π,O(E)) ⊆ Sec(π) the class of local sections of π that are continuous
when E is endowed with O(E): then the last line of the theorem tells us
that Cont(π, τSπ ) is the closure of S under subsections and gluings. By the
previous remark, we have that

τSπ = τCont(π,τ
S
π )

π .

Now, suppose that the topology O(E) over E already makes π into a local
homeomorphism: then Proposition 6.2.9 states that

O(E) = τCont(π,O(E))
π .

If we are given a smaller family of sections S ⊆ Cont(π,O(E)), we have for
sure that

O(E) = τCont(π,O(E))
π ⊆ τSπ :

therefore, τSπ is the biggest topology on E making π into a local homeomor-
phism with all the sections in S continuous.

Since τSπ is an upper bound for the topologies making π a local home-
omorphism, we can wonder which topology could be the the lower bound.
Such a topology σ must in particular contain as opens all sets s(U) for (U, s).
This leads us to consider on E the topology σSπ , generated by the subbase

BS = {s(U) ⊆ E | (U, s) ∈ S}.

An open setW of σSπ is either E or a union of finite intersections of elements
of BS , i.e. something of the form

W =
⋃
i∈I

 ni⋂
j=1

si,j(Ui,j)


for (Ui,j , si,j) ∈ S. This topology is closer in definition with those usually
considered when studying structural sheaves and spectra for algebraic theo-
ries (we shall recall some examples in the following).

The first thing that we have to remark is that the continuity of π is
not granted, when E is endowed with σSπ : for instance, consider the set
X = {0, 1} with the discrete topology, E = {0, 1} and take π : E → X to be
the identity map; then take S to consist only of the section {0} ↪→ {0, 1}. It
is immediate to see that σSπ = {∅, {0}, {0, 1}}, and hence π is not continuous.
On the other hand, continuity of the sections in S is directly related with
the openness condition [†] and the inclusion of σSπ into τSπ :
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Lemma 6.2.14. The following are equivalent:

(i) the sections in S are continuous when E is endowed with σSπ ;

(ii) S satisfies [†], i.e. the sections in S are open with respect to τSπ ;

(iii) σSπ ⊆ τSπ .

Proof. (i)⇒(ii). Suppose that every section in S is continuous, and consider
two sections (U, s) and (V, t): since s(U) ∈ BS , we have that t−1(s(U)) is
open in X. As this holds for all choices of (U, s) and (V, t) in S, we conclude
that S satisfies [†].

(ii)⇒(iii). Consider a section (U, s) ∈ S and the corresponding basic
open s(U) ∈ BS . Since [†] holds, for every section (V, t) ∈ S the subset
t−1(s(U)) is open in X, and thus s(U) ∈ τSπ by definition of τSπ . We have
BS ⊆ τSπ , which implies σSπ ⊆ τSπ .

(iii)⇒ (i). Consider a section (U, s) ∈ S and any open W ∈ σSπ : since
σSπ ⊆ τSπ , the subset s−1(W ) is open in X by definition of τSπ . Since this
holds for every choice of W , the section (U, s) is continuous.

The opposite inclusion of topologies, on the other hand, does not seem
to enjoy a similar nice characterization, but it is necessary for S to be jointly
epic:
Lemma 6.2.15. The sections in S are jointly epic if and only if the opens
in BS cover E. If this holds, τSπ ⊆ σSπ .

Proof. The first consideration is tautological. Consider W ∈ τSπ : by defini-
tion, for every section (U, s) ∈ S we have s−1(W ) open in X. Now, suppose
that the sections in S are jointly epic: then for every w ∈ W there exists
(U, s) ∈ S and x ∈ U such that s(x) = w. Since x ∈ s(s−1(W )) ⊆ W we
have that W is covered by opens of the form s(s−1(W )), which are basic
opens in BS , we can conclude that W ∈ σSπ .

The previous considerations imply the following:
Corollary 6.2.16. Consider a map π : E → X, with X a topological space,
and S ⊆ Sec(π) jointly epic and satisfying [†]: then BS is a subbase for the
topology τSπ .

Proof. If S satisfies [†] then σSπ ⊆ τSπ , while if the sections in S are jointly
epic the opposite inclusion holds.

Notice that if S is jointly surjective and satisfies [†] there is exactly one
possible topology on E making π into a local homeomorphism such that
the sections in S are continuous, since any other such topology must be
squeezed between τSπ and σSπ (which coincide). The equality of the two
topologies τSπ and σSπ alone is in general not enough to deduce that π is a
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local homeomorphism; it does however imply that its restriction to the joint
image of S is:
Proposition 6.2.17. If σSπ = τSπ , then the composite

π̄ : Ē =
⋃

(U,s)∈S

s(U) ↪→ E
π−→ X

is a local homeomorphism when Ē is endowed with the topology σSπ̄ .

Proof. We can consider S as a family of sections whose domain is Ē instead
of E: of course then the sections in S are jointly surjective over Ē. On the
other hand, the inclusion σSπ ⊆ τSπ implies that S satisfies [†], and thus π̄ is
a local homeomorphism.

Let us conclude this section with a couple of further considerations. The
first is that there are some canonical bases for the topology τSπ , which include
BS whenever S is closed under subsections:
Proposition 6.2.18. Consider π : E → X and S ⊆ Sec(π) as above, and
suppose that S is jointly surjective and satisfies [†]:

(i) If A is a base for X, then

BSA := {s(V ) | (U, s) ∈ S, V ∈ A, V ⊆ U}

is a basis for τSπ ;

(ii) The collection

{s(V ) | (U, s) ∈ S, V ⊆ U, V open}

is a basis for τSπ ;

(iii) If S is closed under subsections, BS is a basis for τSπ .

Proof. (i) First of all, let us show that BSA is indeed a basis. If (U, s) ∈ S
and w ∈ s(U) then w = s(x) for some x ∈ U : since U is open in X,
there must exist some open A ∈ A such that x ∈ A ⊆ U , and thus
w ∈ s(A). This implies immediately that the opens in BSA cover E
whenever S is jointly surjective. Consider now two sections (U, s) and
(V, t), two basic opens U ′, V ′ ∈ A such that U ′ ⊆ U and V ′ ⊆ V and
an element w ∈ s(U ′) ∩ t(V ′): there must exist some x ∈ t−1(s(U)) =
{x ∈ U ∩V | s(x) = t(x)}, which is open in X by the condition [†], such
that w = s(x) = t(x). Moreover x ∈ U ′ ∩ V ′, and hence we can take a
small enough open A ∈ A such that x ∈ A ⊆ U ′ ∩V ′∩ t−1(s(U)). This
immediately implies that s|A = t|A and w ∈ s(A) ⊆ s(U ′) ∩ t(V ′), and
thus BSA is a basis.
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Every open BSA is open in τSπ : indeed, if we take (U, s) ∈ S and U ′ ∈ A
such that U ′ ⊆ U , then for every other section (V, t) ∈ S it holds that
t−1(s(U ′)) = t−1(s(U))∩U ′, which is open in X. Therefore, BSA ⊆ τSπ .
Finally, let us show that every open in τSπ can be covered by opens
in the basis BSA. Consider w ∈ W ∈ τSπ : since S is jointly surjective
there must exist (U, s) ∈ S such that w ∈ s(U), i.e. w = s(x) for some
x ∈ U . By definition of τSπ , the set s−1(W ) ⊆ U is open in X, and
thus there must exist a basic open A ∈ A such that x ∈ A ⊆ s−1(W ),
which implies w ∈ s(A) ⊆ s(U).

(ii) It follows from the previous item, when we take A = O(X).

(iii) If S is closed under subsections it is immediate to see that BS = BSO(X).

Finally, we show that the request for the existence of a family of sections
S can be formulated in terms of a ‘local bijection’ between the two sets E
and X:
Proposition 6.2.19. Consider a map p : E → X, with X a topological
space. The following are equivalent:

(i) There exists a topology on E such that π is a local homeomorphism;

(ii) There exist a family of sets {Wi ⊆ E | i ∈ I} such that

(a)
⋃
iWi = E;

(b) for every i, π|Wi
: Wi → π(Wi) is bijective and π(Wi) ⊆ X is open;

(c) for every i, j ∈ I, π(Wi ∩Wj) ⊆ X is open.

Proof. (i)⇒(ii) is obvious: if π is a local homeomorphism then E is en-
dowed with O(E) = τ

Cont(π,O(E))
π . Every w ∈ E belongs to s(U) for some

continuous section (U, s) ∈ Cont(π,O(E)), and π|s(U) : s(U)→ U is a home-
omorphism. Moreover, one easily verifies that

π(s(U) ∩ t(V )) = t−1(s(U)),

which is open in X.
(ii)⇒(i). We can set Ui := π(Wi) ⊆ X and

si : Ui
π−1
|Wi−−−→Wi ↪→ E :

then one immediately sees that S = {(Ui, si) | i ∈ I} is a family of sections
for π which is jointly surjective. Finally, a quick calculation shows that

π(Wi ∩Wj) = s−1
i (sj(Uj)),

which is open by hypothesis: this means that S also satisfies [†], and thus
the topology τSπ over E makes π into a local homeomorphism.
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6.2.2 Algebraic spectra and their structural sheaves

As an application of the previous results, we will consider two famous cases
of spectra of algebraic theories,and show that the usual topologies on their
structural sheaves can be recovered using canonical classes of local sections.

Consider a commutative ring R: we recall that the spectrum Spec(R) is
defined as the set of its prime ideals. It can be endowed with the Zariski
topology, whose base is that of opens of the kind

D(a) := {p ∈ Spec(R) | a /∈ p}

for every a ∈ R. Now, consider the set

E :=
∐

p∈Spec(R)

Rp
π−→ Spec(R),

where π is the canonical map sending each component Rp to p. It is well
known (see for instance [17, pag. 70]) that the set can be topologized so
that the projection π is a local homeomorphism: the corresponding sheaf
Spec(R)op → Set is the structural sheaf of the ring R. The topology O(E)
on E is induced by the base

B =
{
B(a, g) := {[g]p ∈ Rp | p ∈ D(a)}

∣∣ a ∈ R, g ∈ R[a−1]
}
,

where [g]p denotes the class of g seen as an element of the localization Rp.
What we can remark now is that O(E) can now be understood as induced
by the canonical class of sections

S = {sg : D(a)→ E | a ∈ R, g ∈ R[a−1], sg(p) := [g]p} ⊆ Sec(π) :

we notice immediately that B(a, g) := sg(D(a)), and therefore B = BS . The
sections in S are obviously jointly epic: every h ∈ Rp is a fraction of the
kind x/y where y /∈ p, and thus h = [x/y]p = sx/y(p) for sx/y : D(y) → E.
We can also show that S satisfies [†]. To do this consider any two sections
sx/an : D(a)→ E and sz/bm : D(b)→ E, and take

p ∈ s−1
z/bm(sx/an(D(a))) = {p ∈ D(a) ∩D(b) | [x/an]p = [z/bm]p} :

since [x/an]p = [z/bm]p in Rp, there exists w /∈ p such that wxbm = wzan.
Now, notice that p also belongs to the open D(wab) = D(w)∩D(a)∩D(b);
conversely, if q ∈ D(wab) then

[x/an]q = [wxbm/wanbm]q = [wzan/wanbm]q = [z/bm]q,

which means that D(wab) ⊆ s−1
z/bm(sx/an(D(a))): therefore, we have that the

subset s−1
z/bm(sx/an(D(a))) is open in Spec(R). Applying Proposition 6.2.13,

we conclude that τSπ makes π into an étale space over Spec(R); on the other
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hand, since S is obviously closed under subsections we can apply Proposition
6.2.18 to conclude that B, as defined above, is a basis for E. In this way,
taking the sheaf of cross-sections of this bundle, we recover the structure
sheaf of A, as described in [17].

We now turn our attention to spectra of MV-algebras: we recall that an
MV-algebra (see for instance [13]) is an abelian monoid (A,⊕, 0) endowed
with a further 1-ary operation ¬ satisfying the axioms ¬¬x = x, x⊕ (¬0) =
¬0 and ¬(¬x ⊕ y) ⊕ y = ¬(¬y ⊕ x) ⊕ x. In particular we set 1 := ¬0.
Any MV-algebras admits an order relation ≤ defined by x ≤ y if and only
if there exists z ∈ A such that x ⊕ z = y. We will also make use of the
derived operation x 	 y := ¬(¬x ⊕ y): in particular, x ≤ y if and only
if x 	 y = 0. Finally, there is a binary distance operation d, defined by
d(x, y) := (x	 y)⊕ (y 	 x).

An ideal of A is a submonoid I ⊆ A such that if y ∈ I and x ≤ y then
x ∈ I; I is said to be prime if it is strictly contained in A, and moreover
for every x and y in A either x 	 y ∈ I or y 	 x ∈ I. Every ideal I of A
provides a congruence ∼I on the elements of A, defined by x ∼I y if and
only if d(x, y) ∈ I: the quotient by said congruence is denoted by A/I.

We define the spectrum of A to be the set Spec(A) of prime ideals of A.
For each a ∈ A, we define W (a) := {I ∈ Spec(A) | a ∈ I}: one immediately
checks that W (0) = Spec(A), W (1) = ∅ and W (a) ∩ W (b) = W (a ⊕ b),
and thus the sets W (a) are a basis for a topology over Spec(A). We now
introduce the set

E :=
∐

I∈Spec(A)

A/I
π−→ Spec(A) :

it can be endowed with a topology making it into an étale space over Spec(A),
induced by the class of global sections

S = {ā : Spec(A)→ E | a ∈ A, ā(I) := [a]I}.

Said sections are of course jointly epic over E. As per the condition [†], one
can check that for a pair of sections ā and b̄ one has

b̄−1(ā(Spec(A))) = W (d(a, b)),

which is open in Spec(A): thus the topology τSπ makes π into a local home-
omorphism. Applying Proposition 6.2.18, we have that the topology τSπ is
generated by the basis

BS{W (a) | a∈A} = {b̄(W (a))|a ∈ A, b ∈ A}.

We thus recover, by taking the sheaf of cross-sections of this bundle, the
structure sheaf of A, as constructed in [13].
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6.3 The restriction of the fundamental adjunction
to preorders and locales

We dedicate this section to further specializing the adjunctions

[Cop,Set] Cat/1C

ΛCat/1C

a

ΓCat/1C

, [Cop,Set] Toposs/1Sh(C, J)

ΛToposs/1Sh(C,J)

ΓToposs/1Sh(C,J)

a
of Section 6.1 to the case when the category C is a preorder, and in particular
when C is a locale. The possibility of restricting our fundamental adjunctions
to this context was already hinted by the multiple point-free results that
we encountered in Section 6.2. We recall that a preorder can always be
interpreted as a preorder category by setting, for every pair of objects X and
Y of C, that Hom(Y,X) = {∗} if and only if Y ≤ X; moreover, functors
between preorders are exactly the order preserving maps. This implies that
the category of small preorders is a full sub-2-categoryPreord ofCat, whose
0-cells are small preorder categories.

The first remark is that the functor ΛCat/1C : [Cop,Set] → Cat/1C,
which acts as the Grothendieck construction, factors through Preord/C:
Lemma 6.3.1. Consider a preorder C and a presheaf P : Cop → Set: then∫
P is a preorder.

Proof. Consider (X, s) and (Y, t) in
∫
P : a morphism (Y, t) → (X, s) is

indexed by an arrow y : Y → X such that P (y)(s) = t. Hence if C is a
preorder there is at most one such arrow, when Y ≤ X and t = s|Y , and
thus

∫
P is a preorder.

In particular, any slice C/X is a preorder, since it is equivalent to
∫
よ(X):

as a matter of fact, C/X is precisely the down-set X ↓= {Y ∈ C | Y ≤ X},
with the induced ordering. The following is now an immediate corollary:
Proposition 6.3.2. Consider a small preorder category C: then there is a
an adjunction

[Cop,Set] Preord/1C

ΛPreord/1C

a

ΓPreord/1C

where:

• the notation Preord/1C is that of Definition 2.1.1;

• both functors ΛPreord/1C map a presheaf over C to the order-preserving
map

∫
P → C;
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• ΓPreord/1C is a contravariant hom-functor, defined for p : D → C as
Γ([p]) := Preord/1C(C/−, [p]).

Proof. We can consider the natural equivalence

[Cop,Set](P,Cat/1C(C/−, [p])) ' Cat/1C(
∫
P, [p]) :

where P : Cop → Set and we choose p : D → C to be a functor between
preorders: since

∫
P and every category C/X are preorders,

Cat/1C(C/−, [p]) = Preord/1C(C/−, [p])

and
Cat/1C(

∫
P, [p]) = Preord/1C(

∫
P, [p]),

the natural isomorphism above becomes

[Cop,Set](P,Preord/1C(C/−, [p])) ' Preord/1C(
∫
P, [p]).

If we want to study the fixed points of ΛPreord/1C a ΓPreord/1C we need
to isolate among all morphisms of preorders Q → C those that correspond
to discrete fibrations, and those that correspond to discrete stacks. To do so
we exploit the following technical result:
Lemma 6.3.3. A functor F : A → B is a cloven Grothendieck fibration if
and only if for every A in A the functor

FA : A/A→ B/F (A)

induced by restriction of F has a right adjoint FA satisfying the identity
FAF

A = idB/F (A). Moreover, F is a discrete fibration if and only if the
identity FAFA = idA/A is also verified.

Proof. The first consequence is well known and can be found for instance
in [16, Theorem 2.10]. In particular, FA acts by mapping any object [h :
X → F (A)] of B/F (A) to its cartesian lift [h̄ : X̄ → A] inA/A. In particular,
F is discrete if and only if for every h : X → F (A) there is exactly one arrow
h̄ : X̄ → A such that F (h̄) = h. This implies that for any arrow y : Y → A
it must hold that FAFA([y]) = F (y) = y, since their images via FA are both
[F (y)]. This means that FA is also a left inverse for FA. The converse is
obvious.

Corollary 6.3.4. A monotone map f : P → C of preorders is a discrete
fibration if and only if for every a in P the monotone map

fa : a ↓→ f(a) ↓

defined by restriction of f admits a pseudoinverse fa : f(a) ↓→ a ↓.
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Finally, let us suppose that C is endowed with a Grothendieck topology
J , and consider a monotone map of preorders f : P → C satisfying the
equivalent conditions of Corollary 6.3.4: it corresponds to the presheaf P̄ :
Cop → Set defined by mapping each X in C to the set

P̄ (X) := {a ∈ P | f(a) = X};

moreover, for Y ≤ X the induced map P̄ (X)→ P̄ (Y ) maps every a ∈ P̄ (X)
to the element fa(Y ) of P̄ (Y ): this because fa(Y ) is (the domain of) the
cartesian lift of Y ≤ X with codomain a. We can express what it means for
f to be a discrete stack by expliciting the condition for P̄ to be a J-sheaf, in
terms of matching families and amalgamations. This leads to the following
definition:
Definition 6.3.1. Consider a preorder site (C, J). We shall call a monotone
map of preorders f : P → C étale if it satisfies the equivalent conditions
of Corollary 6.3.4: more explicitly, if for every a ∈ P there is a monotone
map fa : f(a) ↓→ a ↓ such that for every b ≤ a and x ≤ f(a) one has
fa(f(b)) ' b and f(fa(x)) ' x.

We shall call f J-étale if it a discrete J-stack: explicitly, if for every sieve
S ∈ J(X) and every set of elements

{aY ∈ P | Y ∈ S}

satisfying f(aY ) = Y and such that whenever Z ≤ Y then aZ = faY (Z),
there is a unique a ∈ P such that f(a) = X and aY = fa(Y ).

We shall denote by Etale(C) the full sub-2-category of Preord/C of étale
posets over C, and by Etale(C, J) the full subcategory of Etale(C) of J-étale
preorders over C.
Remark 6.3.1. Our definition of étale map f : P → C of preorders is a
mild generalization of Definition 5 in [18], where étale maps are defined for
posets. Notice that in op. cit. f is seen as a map P op → Cop, and thus
isomorphisms of the upper segments x ↑ and f(x) ↑ are required.

The following result is now completely tautological:
Proposition 6.3.5. The adjunction of Proposition 6.3.2 restricts to the
equivalences

[Cop,Set] ' Etale(C), Sh(C, J) ' Etale(C, J).

We now move to specializing the fundamental adjunction

ΛToposs/1Sh(C,J) a ΓToposs/1Sh(C,J)

to the case when (C, J) is a preorder site: we will observe that all the rele-
vant data of this adjunction live at the level of sites, and this simplifies in
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particular the description of aJ . To see this we will need to exploit locales,
so let us first recap some basic locale theory.

A frame is a distributive lattice with all joins, and such that meets dis-
tribute over infinite joins, i.e.

a ∧

(∨
i∈I

bi

)
=
∨
i∈I

(a ∧ bi)

A morphism of frames is a map between them preserving the operations:
frames form a category Frame, which can be easily be made into a 2-
category. The category Locale of locales is defined as Frameop: in par-
ticular, for a locale L it is custom to denote its corresponding frame by
O(L), while if g : L→M is an arrow of locales its corresponding morphism
of frames is denoted by g−1 : O(M)→ O(L).

If we see a frame F as a preorder site, its canonical topology corresponds
with the join-cover topology: {ai | i ∈ I} is a Jcan

F -covering family for a ∈ F if∨
i∈I ai = a. Given a locale L, the topos of sheaves of L is the topos Sh(L) :=

Sh(O(L), Jcan
O(L)). A localic topos is any topos of sheaves for a locale: their 2-

category is denoted by LocTopos. With canonical topologies, all morphisms
of frames become automatically morphisms of sites: so for an arrow of locales
g : L → M we denote by Sh(g) : Sh(L) → Sh(M) the induced geometric
morphism Sh(g−1) : Sh(O(L), Jcan

O(L)) → Sh(O(M), Jcan
O(M)). The following

result will be of fundamental importance:
Proposition 6.3.6 [27, Chapter IX, Proposition 6.2]. The 2-functor

Sh(−) : Locale→ Topos

is 2-full and faithful: i.e., there is a pseudonatural equivalence

Locale(L,M) ' Topos(Sh(L),Sh(M)).

In particular,
Locale ' LocTopos.

Another useful tool that we will exploit is that of the J-ideals of a site
(C, J). A J-ideal of C is a collection I of objects of C such that the following
hold: firstly, if X belongs to I and there is an arrow Y → X then Y also
belongs to I; secondly, for any X in C, if there exists S ∈ J(X) such that for
every arrow in f the object dom(f) belongs to I, then X belongs to I. In
particular, every object X of C generates a principal J-ideal 〈X〉J , which is
the smallest J-ideal containing X: an element Y of C belongs to 〈X〉J if and
only if it admits a J-covering {Wi → Y } such that every Wi has an arrow
to X.

The set of J-ideals of a small site is denoted by IdJ(C), and it is an
alternative presentation site for Sh(C, J), when C is a preorder:
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Lemma 6.3.7 [7, Theorem 3.1]. Consider a preorder site (C, J): then IdJ(C)
is a locale when ordered by inclusion, and

Sh(C, J) ' Sh(IdJ(C)).

In particular, every topos of sheaves for a preorder site is localic.
The passage from preorders to their locales of ideals also transforms

continuous comorphisms into morphisms of locales: more explicitly, if A :
(D,K) → (C, J) is a continuous comorphism of preorder sites, the inverse
image map A−1(−) restricts to a morphism of frames g−1

A : IdJ(C)→ IdK(D)
such that the geometric morphisms CA and Sh(gA) are equivalent.

One can easily see that for a locale L endowed with the canonical topol-
ogy, a principal Jcan

J -ideal 〈a〉J is just the down-set a ↓; moreover, all ideals
are principal, since one can check easily that I = (

∨
I) ↓: this has the

consequence that there is an isomorphism of locales

IdJcan
L

(L) ' L.

Now consider the homomorphism of frames − ∧ a : L → a ↓. In this case
one speaks about the open sublocale ia : a ↓↪→ L: more generally, an open
sublocale of L is any arrow to L isomorphic to one of the kind. In the
following lemma we shall show that when (C, J) is a preorder, for every X
in C the morphism of locales IdJX (C/X) → IdJ(C) is an open sublocale of
IdJ(C):
Lemma 6.3.8. Consider a preorder site (C, J) and an object X in C: then
the morphism of locales IdJX (C/X)→ IdJ(C) is equivalent to the open sublo-
cale Sub(〈X〉J) := (〈X〉J) ↓↪→ IdJ(C) of subideals of the principal J-ideal
〈X〉J generated by X.

Proof. The functor `J : C → Sh(C, J) maps each X to a subterminal `J(X):
under the equivalence Sh(C, J) ' Sh(IdJ(C)), it corresponds to the subter-
minal `(〈X〉J). Therefore

Sh(IdJX (C/X)) ' Sh(C/X, JX) ' Sh(C, J)/`J(X) ' Sh(IdJ(C))/`(〈X〉J).

Notice then that the latter topos, which is still localic, is the topos of
sheaves for the locale of its subterminal objects: but subterminal objects
of Sh(IdJ(C))/`(〈X〉J) correspond to the subobjects of `(〈X〉J), i.e. to the
sublocales of 〈X〉J : thus we have

Sh(IdJX (C/X)) ' Sh(Sub(〈X〉J)),

implying IdJX (C/X) ' Sub(〈X〉J).

Remark 6.3.2. Let us denote by p : C/X → C the usual fibration: then the
isomorphism of the previous lemma can be explicited as follows:

R : Sub(〈X〉J)→ IdJX (C/X), R(K) := p−1(K) = {[Y ≤ X] | Y ∈ K};
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R−1 : IdJX (C/X)→ Sub(〈X〉J), R−1(I) :=
⋃

J∈IdJ (C),
J⊆〈X〉J
p−1(J )⊆I

J .

Finally, let us recall that we have a notion of étale morphism of locales:
a morphism f : L→M of locales is said to be étale if there exists elements
xi in L such that

∨
i xi = >L, and elements yi ∈M such that f restricts to

isomorphisms of open sublocales xi ↓
∼−→ yi ↓ (see [4, Definition 1.7.1]). When

denoting by Localeétale the category of locales and their étale morphisms,
the equivalence of Proposition 6.3.6 induces an equivalence

Localeétale/F (L,M) ' Toposétale/1Sh(F )(Sh(L),Sh(M))

for any three locales F , L and M .
With all these ingredients, we are now ready to specialize the fundamental

adjunction (in its discrete form) to preorder sites:
Proposition 6.3.9. Consider a small preorder site (C, J): there is an ad-
junction

[Cop,Set] Locale/1 IdJ(C)

ΛLocale/1 IdJ (C)

ΓLocale/1 IdJ (C)

a

where:

• ΛLocale/1 IdJ (C) maps a presheaf P : Cop → Set to the morphism of
locales gπP : IdJP (

∫
P ) → IdJ(C) whose corresponding morphism of

frames is π−1
P (induced by the (JP , J)-continuous comorphism of sites

πP :
∫
P → C);

• ΓLocale/1 IdJ (C) acts as a contravariant hom-functor, mapping a mor-
phism of locales g : L→ IdJ(C) to

Locale/1 IdJ(C)(Sub(〈−〉J), L) : Cop → Set :

explicitly, the value of Γ(L) at a certain X ∈ C is the set of sections of g
over the open sublocale Sub(〈X〉J) ↪→ IdJ(C), i.e. the locale morphisms
Sub(〈X〉J)→ L making the following diagram commutative:

Sub(〈X〉J) L

IdJ(C)
g

.

Moreover, the composite ΓLocale/1 IdJ (C)ΛLocale/1 IdJ (C)(P ) corresponds to the
sheafification aJ(P ): more explicitly, for every X in C we have

aJ(P )(X) := Locale/1 IdJ(C)(Sub(〈X〉J), IdJP (
∫
P )).
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The adjunction restricts to an equivalence

Sh(C, J) ' Localeétale/ IdJ(C).

Proof. We can start by remarking that the functor

ΛToposs/1Sh(C,J) : [Cop,Set]→ Toposs/1Sh(C, J)

takes values inside the smaller slice category LocTopos/1Sh(C, J): this
is true since every site (

∫
P, JP ) is a preorder site, and hence the topos

Sh(
∫
P, JP ) is localic. On the other hand, given a localic topos E →Sh(C, J),

the legs of every cocone in Toposs/1Sh(C, J)(Sh(C/−, J(−)),E ), and the
geometric morphism Sh(

∫
P, JP ) → E induced by the universal property of

colimits, will be geometric morphisms of localic toposes too. This means
that the pseudonatural equivalence

[Cop,Set](P,Toposs/1Sh(C, J)(Sh(C/−, J(−)),E )) '
' Toposs/1Sh(C, J)(Sh(

∫
P, JP ),E )

restricts to an equivalence

[Cop,Set](P,LocTopos/1Sh(C, J)(Sh(C/−, J(−)),E )) '
' LocTopos/1Sh(C, J)(Sh(

∫
P, JP ),E )

and thus we have an adjunction

[Cop,Set] LocTopos/1Sh(C, J)

ΛLocTopos/1Sh(C,J)

ΓLocTopos/1Sh(C,J)

a

.

Since (C, J) is a preorder site we have

LocTopos/1Sh(C, J) ' LocTopos/1Sh(IdJ(C)) ' Locale/1 IdJ(C)

and we can conclude that there is an equivalence

[Cop,Set](P,Locale/1 IdJ(C)(IdJ(−)
(C/−), L)) '

' Locale/1 IdJ(C)(IdJP (
∫
P ), L)

proving that ΛLocale/1 IdJ (C) a ΓLocale/1 IdJ (C). Lemma 6.3.8 provides us
the isomorphism IdJ(−)

(C/−) ' Sub(〈−〉J), justifying the description of
ΓLocale/1 IdJ (C) in the claim of the theorem.

Finally, the chain of known equivalences

Sh(C, J) ' Toposétale/1Sh(C, J) ' Localeétale/ IdJ(C)

provides the restriction of the adjunction to sheaves.
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To specialize to the localic case, i.e. when (C, J) = (L, Jcan
L ) we can

exploit the isomorphism IdJcan
L

(L) ∼= L:
Corollary 6.3.10. Consider a locale L: there is an adjunction

[O(L)op,Set] Locale/1L

ΛLocale/1L

ΓLocale/1L

a

,

where:

• ΛLocale/1L maps a presheaf P : O(L)op → Set to the morphism of
locales gπP : IdJP (

∫
P ) → L, where πP :

∫
P → C and JP is Giraud’s

topology induced by the canonical topology Jcan
L : gπP corresponds to the

homomorphism of frames π−1
P : L→ IdJP (

∫
P );

• ΓLocale/1L acts as a contravariant hom-functor, mapping a morphism
of locales g : M → L to

Locale/1L((−) ↓,M) : O(L)op → Set :

explicitly, the value of Γ(M) at a certain a ∈ L is the set of sections
of g : M → L over the open sublocale a ↓↪→ L.

Moreover, the composite ΓLocale/1LΛLocale/1L(P ) corresponds to the sheafi-
fication aJcan

L
(P ), i.e. for any a in L we have

aJcan
L

(P )(a) := Locale/1L(a ↓, IdJP (
∫
P )).

Remarks 6.3.3.

(i) We will condense the previous considerations in Subsection 6.3.2, show-
ing a general context in which the fundamental adjunction restricts
from the topos-theoretic environment to sites and their morphisms or
comorphisms.

(ii) The existence of the adjunction of Corollary 6.3.10 is implicit in the
results of [4, Section 2.6] and in the exercises from 9 to 12 of [27, Chap-
ter IX], though in both cases the focus is on the equivalence between
sheaves over the locale and étale mappings to it. We also remark that,
relating the equivalence Sh(L) ' Etale/L to Sh(C, J) ' Etale(C, J),
which holds for any preorder site (C, J), we can conclude that a mono-
tone map of preorders f : P → C is J-étale if and only if the corre-
sponding homomorphism of frames f−1 : IdJ(C)→ IdJP (P ) is an étale
arrow of locales.
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(iii) We can now see how exactly the topological framework connects to the
localic adjunction of the previous corollary. In Proposition 6.2.7 we
have seen that for a topological space X and a presheaf P ∈ Psh(X)
it holds that, for any open U of X,

aJ(P )(U) ' Locale/O(X)(O(U),O(EP )),

where EP is the étale bundle associated to P . By the last result however
we have that

aJ(P )(U) ' Locale/O(X)(O(U), IdJP (
∫
P )),

where (
∫
P, JP ) is the Giraud site associated to P . The apparent dif-

ference is immediately explained by noticing that the map

IdJP (
∫
P )→ O(EP ), I 7→

⋃
(U,s)∈I

ṡ(U)

provides an isomorphism between the two localesO(EP ) and IdJP (
∫
P ).

This is in fact an extension of the map fP we defined in Proposi-
tion 6.2.5, and indeed that result entails the isomorphism IdJP (

∫
P ) '

O(EP ), since the equivalence

Sh(EP ) ' Sh(
∫
P, JP )

of localic toposes restrict to an isomorphism of their locales of subtermi-
nal objects. Thus, even though classically one defines the sheafification
of P ∈ Psh(X) as the local sections of the étale bundle EP → X,
these considerations show explicitly that there is no need to work in
the topological context, since all the relevant information lives at the
localic level. Finally, we remark that this last consideration is essen-
tially the content of [4, Proposition 2.5.4], where nonetheless there is
no explicit reference to the locale IdJP (

∫
P ) but instead to the locale

of closed subpresheaves of P .

We conclude this section by remarking that our description of the sheafi-
fication in the localic case is naturally site-theoretic, and that in the case of
topological spaces sheafification can also be described using comorphisms of
sites. First of all, the following holds:
Lemma 6.3.11. Consider two frames L and M : frame homomorphisms
L → M correspond to morphisms of sites (L, Jcan

L ) → (M,Jcan
M ). In other

words, the 2-functor

Frame
L7→(L,Jcan

L )
↪−−−−−−−→ Site

is 2-fully faithful.
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Proof. Since a frame is a category with finite limits, a functor A : L → M
is a morphism of sites if and only if it preserves finite limits and is cover-
preserving: this means that it preserves finite meets and arbitrary joins, i.e.
it is a homomorphism of frames.

This implies that for a locale L, an element a of L and a presheaf P ∈
Psh(L) we have

a(P )(a) = Locale/L(a ↓, IdJP (
∫
P ))

= (L, Jcan
L )/Site((IdJP (

∫
P ), Jcan

IdJP (
∫
P )), (a ↓, J

can
a↓ )).

Suppose now that L = O(X) for a topological space X. Proposition 6.2.3
showed that that sections of the étale bundle π : EP → X are open maps,
and using Lemma 6.2.4 we have that a section s : U → EP (triangle on the
left) induces two commutative triangles:

U EP

X
iU

s

π  

O(U) O(EP )

O(X)
i−1
U

s−1

π−1 ,

O(U) O(EP )

O(X)
(iU )!

s!

π!

We already know that the middle triangle is a triangle of morphisms of sites,
and by Applying [9, Proposition 3.14], we have that the triangle on the right
is a diagram of comorphisms of sites. In fact, more can be said:
Proposition 6.3.12. For any section s : U → EP , the comorphism

s! : (O(U), Jcan
O(U))→ (O(EP ), Jcan

O(EP ))

is (Jcan
O(U), J

can
O(EP ))-continuous.

Proof. Consider a sheaf W ∈ Sh(EP ): we want to show that W ◦ sop
! is a

sheaf over U . To do so, consider a family of opens {Vi ⊆ U | i ∈ I} and take
for every i an element xi ∈ W ◦ sop

! (Vi) = W (s(Vi)) so that for every open
Z ⊆ Vi ∩ Vj one has xi|s(Z) = xj|s(Z). We want to prove the esistence of an
amalgamation of the xi, i.e. of an element x ∈W (s(∪Vi)) such that for every
i one has xi = x|s(Vi). To do so, it is sufficient to check that the elements xi
are also a matching family for W and the family of opens {s(Vi) | i ∈ I}, for
this will provide an amalgamation x ∈ W (∪is(Vi)) = W (s(∪iVi)) satisfying
precisely the condition above. T see that the xi’s are a matching family for
W we can restrict to considering the basic opens ṙ(Z) of EP . First of all, if
ṙ(Z) ⊆ s(Vi) and z ∈ Z, there exists y ∈ Vi such that rz = s(y), and thus
z = π(rz) = πs(y) = y: therefore not only Z ⊆ Vi, but actually ṙ = s|Z .
If ṙ(Z) ⊆ s(Vi) ∩ s(Vj), we have that xi|ṙ(Z) = xi|s(Z) = xj|s(Z) = xj|ṙ(Z),
where the second equality holds by the matching condition for the xi’s. This
proves that the family of the xi is a matching family for the sheafW and the
covering {s(Vi) | i ∈ I}, and thus it admits the amalgamation x ∈W (∪s(Vi))
we needed.
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Lemma 6.2.7 showed that any frame homomorphism f : O(EP )→ O(U)
satisfying i−1

U = fπ−1 is of the form s−1 for some section s : U → EP :
this implies that it admits a left adjoint s! which by the last result is
a (Jcan

O(U), J
can
O(EP ))-continuous comorphism of sites. Conversely, consider a

(Jcan
O(U), J

can
O(EP ))-continuous comorphism of sites B : O(U) → O(EP ): then

by [9, Proposition 4.11(iii)] it is cover-preserving, i.e. preserves arbitrary
colimits, and thus it admits a right adjoint which is a morphism of sites
f : O(EP )→ O(U). We can thus conclude the following:
Proposition 6.3.13. Consider a topological space X, an open subset U ⊆ X
and a presheaf P ∈ Psh(X): then there are natural isomorphisms

aJ(P )(U) := Top/1X(U,EP )

' Locale/O(X)(O(U),O(EP ))

' (O(X), Jcan
O(X))/1Site((O(EP ), Jcan

O(EP )), (O(U), Jcan
O(U)))

' Comcont/1(O(X), Jcan
O(X))((O(U), Jcan

O(U)), (O(EP ), Jcan
O(EP ))).

Remark 6.3.4. The last set is a slight abuse of notation: even though we
are considering the continuous comorphisms of sites O(U) → O(EP ) over
O(X), the functor π! : O(EP ) → O(X) does not belong to Comcont since
it is not continuous in general. On the other hand, the comorphism (iU )! is
continuous, since it is precisely the discrete fibration pU : O(X)/U → O(X).

6.3.1 The fundamental adjunction in the language of internal
locales

A further formulation of the fundamental adjunction in the localic setting
can be provided when we recur to internal locales in a topos. We will see
that in this context the base locale is ‘absorbed’ by the topos we are working
in, and thus the right adjoint Γ presents itself simply as a contravariant
hom-functor.

First of all, we remark that the definition of a frame can be interpreted
in any topos. The part of the theory regarding the finitary structure is easily
interpreted. an internal bounded meet-semilattice in a topos E will be an
object L of E provided with three arrows

1
>−→ L, 1

⊥−→ L, L× L ∧−→ L,

the interpretations of respectively the top element, the bottom element and
the meet operation, which make the obvious diagrams commutative. As per
the infinitary operation of arbitrary joins, it can be interpreted as an arrow∨

: P(L)→ L,

where P(L) = ΩL is the power object of L (see [21, pag. 69]): in the internal
logic of E , we think of the arrow

∨
as mapping any S ⊆ L to its join

∨
S ∈ L.
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By writing suitable commutative diagrams expressing the usual axioms, we
obtain the notion of an internal frame L in E . A homomorphism of internal
frames f : L→M is an arrow commuting with all the operations. We shall
denote by Frame(E ) the category of internal frames of a topos E , and by
Loc(E ) = Frame(E )op its category of internal locales.

We now recall Proposition 2 from [22, Chapter VI, §3] (see also [21,
Section C1.6]), which shows that when E is localic, there is a correspondence
between internal and external locales:
Proposition 6.3.14. Consider a locale L: there is an equivalence of cate-
gories

H : Locale/1L
∼−→ Loc(Sh(L)).

In particular, to a morphism of frames f : L→M is associated the internal
locale

H(f) : Lop → Set, H(f)(a) = {m ∈M | m ≤ f(a)}.

Using the equivalenceH we can reformulate the adjunction of Proposition
6.3.2. To do so, take a preorder site (C, J) and consider the composite

Λ̄ : [Cop,Set]
ΛLocale/1 IdJ (C)−−−−−−−−−−→ Locale/1 IdJ(C) H−→ Loc (Sh(C, J)) :

the first functor maps a presheaf P : Cop → Set to the morphism of
locales gpP : IdJP (

∫
P ) → IdJ(C), i.e. to the homomorphism of frames

p−1
P : IdJ(C) → IdJP (

∫
P ); the second functor maps gpP to a presheaf

Λ̄(P ) : Cop → Set which is an internal locale of Sh(C, J). By the defini-
tion of the functor H, we have that for Z in C

Λ̄(P )(Z) := {I ∈ IdJP (
∫
P ) | pP (I) ⊆ 〈Z〉J},

where we use the fact that under the equivalence Sh(C, J) ' Sh(IdJ(C)) the
element Z corresponds to the principal J-ideal 〈Z〉J . In particular, when
P = よ(X) we can exploit Lemma 6.3.8 to obtain the following chain of
natural isomorphisms:

Λ̄(P )(Z) := {I ∈ IdJX (C/X) | pX(I) ⊆ 〈Z〉J}
' {I ∈ IdJ(C) | I ⊆ 〈X〉J ∩ 〈Z〉J}
= Sub(〈X〉J ∩ 〈Z〉J).

We end up with the following result:
Proposition 6.3.15. Consider a preorder site (C, J): there is an adjunction

[Cop,Set] Loc(Sh(C, J))

ΛLoc(Sh(C,J))

ΓLoc(Sh(C,J))

a

which acts as follows:
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• The functor ΛLoc(Sh(C,J)) maps a presheaf P : Cop → Set to the inter-
nal locale acting for any X in C as

ΛLoc(Sh(C,J))(P )(X) = Λ̄(P )(X) = {I ∈ IdJP (
∫
P ) | πP (I) ⊆ 〈X〉J}

• The functor ΓLoc(Sh(C,J)) acts by mapping L ∈ Loc(Sh(C, J)) to the
presheaf

ΓLoc(Sh(C,J))(L) : Cop → Set

which acts as a contravariant hom-functor of internal locales:

ΓLoc(Sh(C,J)) : X 7→ Loc(Sh(C, J))(Sub(〈−〉J ∩ 〈X〉J), L).

6.3.2 A general restrictibility condition for the fundamental
adjunction

Let us go back to the fundamental adjunction that we built for locales, this
time stated in terms of a frame F :

[F op,Set] Toposs/1Sh(F, Jcan
F )

(F/1Frame)op

ΛToposs/1Sh(F,Jcan
F

)

Λ(F/Frame)op

ΓToposs/1Sh(F,Jcan
F

)

a

Sh

Γ(F/1Frame)op

a .

Basically, what made it possible to forget the topos-theoretic data of the
fundamental adjunction was the fact that the left adjoint Λ factors through
the functor Sh : (F/1Frame)op → Toposs/1Sh(F ), which moreover is full
and faithful. In fact, the same property of site-describability of the sheafifi-
cation can be formulated more in general for special classes of sites and their
co-/morphisms. To do this, we will exploit the following general result:
Lemma 6.3.16. Consider the diagram of 2-categories

A B

C

Λ

Λ̄

a

Γ i ,

where i is 2-fully faithful. If iΛ̄ ' Λ, then Γ̄ := Γi is a right adjoint to Λ̄,
and ΓΛ ' Γ̄Λ̄. The same holds for 1-categories and i fully faithful.

Proof. It is immediate by the following chain of pseudonatural equivalences
(resp. natural isomorphisms):

A(X,Γi(Y )) ' B(Λ(X), i(Y )) ' B(iΛ̄(X), i(Y )) ' C(Λ̄(X), Y ).
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We obtain the following two corollaries, stating a site-describability con-
dition for the fundamental adjunction:
Corollary 6.3.17. Consider a site (C, J) and suppose that there is a functor
A → (C, J)/Site such that the following hold:

• The composite functor Aop → ((C, J)/Site)op → Topos/Sh(C, J) fac-
tors through Toposs/1Sh(C, J) so that i : Aop → Toposs/1Sh(C, J)
is full and faithful;

• there is a functor Λ̄ : [Cop,Set]→ A such that ΛToposs/1Sh(C,J) ' iΛ̄:

then Λ̄ admits a right adjoint Γ̄, and aJ(P ) ' Γ̄Λ̄(P ).

((C, J)/Site)op Topos/1Sh(C, J)

Aop Toposs/1Sh(C, J)

Sh(−)

i

[Cop,Set] Toposs/1Sh(C, J)

Aop

ΛToposs/1Sh(C,J)

Λ̄
i

Corollary 6.3.18. Consider a site (C, J) and suppose that there is a functor
A → Com/(C, J) such that the following hold:

• The composite A → Com/(C, J) → Topos/Sh(C, J) factors through
Toposs/1Sh(C, J) so that i : A → Toposs/1Sh(C, J) is full and faith-
ful;

• there is a functor Λ̄ : [Cop,Set]→ A such that ΛToposs/1Sh(C,J) ' iΛ̄:

then Λ̄ admits a right adjoint Γ̄, and aJ(P ) ' Γ̄Λ̄(P ).

Com/(C, J) Topos/1Sh(C, J)

A Toposs/1Sh(C, J)

C(−)

i

[Cop,Set] Toposs/1Sh(C, J)

A

ΛToposs/1Sh(C,J)

Λ̄
i
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Remark 6.3.5. Consider a preorder site (C, J): we can take as the functor
A → (C, J)/Site the functor

IdJ(C)/Frame→ (IdJ(C), Jcan
IdJ (C))/Site

mapping f : IdJ(C) → L to the same arrow seen as a morphism of sites
f : (IdJ(C), Jcan

IdJ (C)) → (L, Jcan
L ) (cfr. Lemma 6.3.11), we obtain again the

adjunctions of Proposition 6.3.2 and Corollary 6.3.10.

6.4 Four site-theoretic points of view on the asso-
ciated sheaf functor

As we have seen in Section 6.1, for any essentially small site (C, J) the sheafi-
fication functor aJ : [Cop,Set]→ Sh(C, J) can be described as the composite

[Cop,Set]
ΛToposs/1Sh(C,J)−−−−−−−−−−−→ Toposs/1Sh(C, J)

ΓToposs/1Sh(C,J)−−−−−−−−−−−→ [Cop,Set] :

i.e., for any presheaf P : Cop → Set and X in C we have

aJ(P )(X) ' Toposs/1Sh(C, J)(Sh(C/X, JX),Sh(
∫
P, JP )).

The aim of the following sections is to provide various general descriptions of
the geometric morphisms in Toposs/1Sh(C, J)(Sh(C/X, JX),Sh(

∫
P, JP ))

using sites.

6.4.1 The algebraic point of view: morphisms of sites

We will begin by describing elements of aJ(P )(X) exploiting the following
1-categorial variation of Theorem 4.2.5:
Proposition 6.4.1. Consider a comorphism of sites p : (D,K) → (C, J)
and a geometric morphism E : E → Sh(C, J): denote by AE the morphism
of sites (C, J) → (E , Jcan

E ) corresponding to E. Geometric morphisms in
Topos/1Sh(C, J)([E], [Cp]), i.e. equivalence classes of geometric morphisms
F making the diagram

E Sh(D,K)

Sh(C, J)

E

F

Cp

commutative up to isomorphism, are in bijective correspondence with equiv-
alence classes of morphisms of sites

AF : (D,K)→ (E , Jcan
E )
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such that there is a natural transformation ϕ̄ : AF ⇒ AEp whose induced
natural transformation ϕ̃ : F ∗aJ ⇒ E∗aJ lanpop is such that the composite

F ∗aKp
∗ ϕ̃◦p∗

===⇒ E∗aJ lanpopp
∗ E∗aJ◦ε=====⇒ E∗aJ

is invertible (where ε is the counit of lanpop a p∗).

Proof. Theorem 4.2.5 showed the equivalence

Topos � Sh(C, J)([E], [Cp]) ' Site((D,K), (E , Jcan
E ))/E∗`Jp :

in particular, a geometric morphism F : E → Sh(D,K) endowed with a
natural transformation ϕ : F ∗C∗p ⇒ E∗ corresponds to a morphism of sites
AF : (D,K) → (E , Jcan

E ) endowed with a natural transformation ϕ̄ : AF ⇒
AEp. Using Remark 4.2.2, we see that ϕ is invertible if and only if ϕ̄ : AF ⇒
AEp satisfies the condition in the claim.

Finally, let us consider objects of

Topos/1Sh(C, J)([E], [Cp]) :

first of all, we notice that two equivalent geometric morphisms F ∼= F ′ : E →
Sh(D,K) correspond to equivalent morphisms of sites AF ∼= AF ′ : (D,K)→
(E , Jcan

E ). Moreover, suppose that up to equivalence CpF = E: this means
that there exists an invertible 2-cell ϕ : F ∗C∗p

∼
=⇒ E∗, and thus a natural

trasformation ϕ̄ as we claimed.

Remark 6.4.1. Using again Remark 4.2.2, we have that ϕ̄ satisfies the claim
of the result if and only if for every presheaf H : Cop → Set, if we consider for
every X in C the collection of elements x ∈ H(X) (with pxq :よ(X)→ H the
corresponding arrow of [Cop,Set]) and the collection of arrow y : p(D)→ X,
the arrows αx,y defined as

AF (D)
ϕ̄(D)−−−→ AE(p(D))

AE(y)−−−−→ AE(X) = E∗`J(X)
E∗aJ (pxq)−−−−−−→ E∗aJ(H)

form a colimit cocone in E .
The previous considerations allow us to express the sheafification of a

functor as a set of equivalence classes of morphisms of sites:
Proposition 6.4.2. Consider a site (C, J) and a presheaf P : Cop → Set
with corresponding Grothendieck fibration p :

∫
P → C. For an object X in C,

denote by BX : C → Sh(C/X, JX) the flat J-continuous functor associated to
CpX : Sh(C/X, JX)→ Sh(C, J): it acts by mapping any Y in C to the sheaf
`J(Y ) ◦ pop

X , and accordingly on arrows. The set aJ(P )(X) is isomorphic to
the set of equivalence classes of morphisms of sites

A : (
∫
P, JP )→ (Sh(C/X, JX), Jcan

Sh(C/X,JX))
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such that there is a natural transformation

ϕ : A⇒ BXp :
∫
P → Sh(C/X, JX)

satisfying the following: for every presheaf H : Cop → Set, if we consider
for every Y in C the collection of arrows y : よ(Y ) → H of [Cop,Set] and
for every (Z, s) in

∫
P the collection of arrows z : Z → Y , the composites

αy,z : A(Z, s)
ϕ(Z,s)−−−−→ BX(Z)

BX(z)−−−−→ BX(Y )
BX(y)−−−−→ BX(H)

form a colimit cocone in Sh(C/X, JX).

6.4.2 The geometric approach: comorphisms of sites that are
indexed by J-covering families

In the present section we will focus instead on presenting a geometric mor-
phism

H ∈ Topos/1Sh(C, J)(Sh(C/A, JA),Sh(
∫
P, JP )) ' aJ(P )(A)

‘locally’ by morphisms of fibrations: i.e., we will see that one can consider
a J-covering family {gu : Du → A | u ∈ U} such that restricting H to each
of the toposes Sh(C/Du, JDu) results in a geometric morphism induced by
a morphism of fibrations C/Du →

∫
P . This point of view connects with

the definition of the elements of aJ(P )(A) as locally matching families of
elements of P , which can be found for instance in [9, Proposition 2.19]. The
argument will be rather technical and we will just provide a sketch of it, but
the strategy goes as follows:

• we will express the topos Sh(
∫
P, JP ) as a colimit of local homeomor-

phisms of the kind Sh(C, J)/`J(p(X, s)): by pulling the colimit cocone
back along H we will obtain an expression of Sh(C/A, JA) as a colimit
of local homeomorphisms of the kind Sh(C, J)/B(X, s);

• each of the toposes Sh(C, J)/B(X, s) will in turn be expressed as a
colimit of local homeomorphisms of the kind Sh(C, J)/`J(Yα);

• finally, we show that each topos Sh(C, J)/`J(Yα) is covered by toposes
Sh(C, J)/`J(Du) such that the composite geometric morphisms

Sh(C, J)/`J(Du)→ Sh(C, J)/`J(A)

and
Sh(C, J)/`J(Du)→ Sh(C, J)/`J(p(X, s))

are induced by arrows gu : Du → A and g′u : Du → p(X, s), and thus
by comorphisms of sites between the corresponding fibrations.
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Basically, the gist of this technique is to exploit the stability of colimits of
étale toposes with respect to pullbacks, and the fact that by refining the
cocone enough we can present at the level of sites.

First of all, combining Proposition 2.10.7 and Corollary 5.3.6 we obtain
the following:
Lemma 6.4.3. Consider a site (C, J) and a presheaf P : Cop → Set: then
the cocone

Sh(C, J)/`J(p(Y, P (y)(s))) Sh(C, J)/`J(p(X, s))

Sh(C, J)/aJ(P )

∏
aJ (psqよ(y))

∏
`J (y)

∏
aJ (psq)

is a colimit cocone, where each (X, s) is an object of
∫
P and psq :よ(X)→ P

is the arrow corresponding to s ∈ P (X) by Yoneda’s lemma.
Now, if we take a geometric morphism H making the triangle

Sh(C, J)/`J(A) Sh(C, J)/aJ(P )

Sh(C, J)

H

∏
`J (A)

∏
aJ (P )

commutative, by Lemma 6.1.2 we have that H =
∏
h for some h : `J(A) →

aJ(P ). the inverse image H∗ corresponds to pulling back along h: in partic-
ular, we shall consider the pullbacks

B(X, s) `J(p(X, s))

`J(A) aJ(P )

b(X,s)

c(X,s)

aJ (psq)

h

y .

Pulling back the colimit in Lemma 6.4.3 along H, we obtain a colimit cocone

Sh(C, J)/B(Y, P (y)(s)) Sh(C, J)/B(X, s)

Sh(C, J)/`J(A)

∏
b(Y,P (y)(s))

∏
b(X,s)

:

this follows from the considerations at the end of Section 5.1. Now, applying
again Lemma 6.4.3 we have that each of the toposes Sh(C, J)/B(X, s) can
be expressed as a colimit whose legs are of the kind

Sh(C, J)/`J(Yα)

∏
α−−→ Sh(C, J)/B(X, s)
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for all arrows α : `J(Yα) → B(X, s); notice that by composing colimit co-
cones we obtain a jointly epic family of arrows

`J(Y )
α−→ B(X, s)

b(X,s)−−−−→ `J(A).

Finally, let us recall the following result:
Lemma 6.4.4 [9, Proposition 2.5]. Consider a site (C, J) and an arrow α :
`J(X) → `J(Y ): there exist two families of arrows {fu : Du → X | u ∈ U}
and {gu : Du → Y | u ∈ U} of C such that {fu | u ∈ U} is J-covering,
`J(gu) = α`J(fu) and for every span h : W → Du, k : W → Dv in C such
that fuh = fvk then `J(guh) = `J(gvk).

This lemma states that every arrow between representables is ‘locally
induced’ at the level of the presentation site. We can apply this lemma to
the composite arrows

`J(Y )
α−→ B(X, s)

b(X,s)−−−−→ `J(A), `J(Y )
α−→ B(X, s)

c(X,s)−−−−→ `J(p(X, s)) :

by refining enough the J-covering family {fu : Du → Yα} we conclude that
there exist two families {gu : Du → A} and {g′u : Du → X}, all indexed by a
set U , such that c(X, s)α`J(fu) = `J(g′u) and b(X, s)α`J(fu) = `J(gu). Now
one can check that the diagram

Sh(C, J)/`J(Du)

Sh(C, J)/`J(Yα)

Sh(C, J)/B(X, s) Sh(C, J)/`J(p(X, s))

Sh(C, J)/`J(A) Sh(C, J)/aJ(P )

∏
`J (fu) ∏

`J (g′u)

∏
aJ (psqよ(g′u)) ' C∫

(psqよ(g′u))

∏
α

∏
`J (gu)

∏
b(X,s)

∏
c(X,s)

∏
aJ (psq)

H

is commutative: hence for every arrow gu the composite H
∏
`J (gu) is equiva-

lent to the functor C∫
(psqよ(g′u)), i.e. it is presented by a comorphism of sites.

Moreover, The family of all arrows `J(gu) is jointly epic (since the families
of the arrows b(X, s), α and `J(fu) all are), and hence the family {gu} is
J-covering. We can thus sum up our conclusions as follows:
Proposition 6.4.5. Consider a site (C, J), an object A of C, a presheaf
P : Cop → Set and a geometric morphism H making the diagram

Sh(C/A, JA) Sh(
∫
P, JP )

Sh(C, J)

H

CpA CpP
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commutative (up to equivalence): then there is a J-covering family {gu :
Du → A | u ∈ U} and a family of morphisms of fibrations {Gu : C/Du →∫
P | u ∈ U} such that the composite geometric morphism

Sh(C/Du, JDu)
C∫

gu−−−→ Sh(C/A, JA)
H−→ Sh(

∫
P, JP )

is equivalent to the geometric morphism

CGu : Sh(C/Du, JDu)→ Sh(
∫
P, JP ).

Of course, a geometric morphism H admits multiple presentations in this
way, since one can choose different families {fu}, {gu} and {g′u} to present
it at the level of sites. Notice that starting instead from the comorphisms
Gu, one can recover H quite easily: indeed, the geometric morphisms CGu :
Sh(C/Du, JDu) → Sh(

∫
P, JP ) form a cocone under the diagram indexed

by the elements of the J-covering family {gu}, which induces a geometric
morphism from their colimit (which is Sh(C/A, JA)) to Sh(

∫
P, JP ).

6.4.3 Using comorphisms of sites to [(
∫
P )op,Set]

There is a third way of describing geometric morphisms H in the hom-
category Toposs/1Sh(C, J)(Sh(C/X, JX),Sh(

∫
P, JP )) that does not relie

on locally matching conditions, but instead on J-equivalence. To do so,
we first need to recall that any geometric morphism H : Sh(C/X, JX) →
Sh(

∫
P, JP ) is a local homeomorphism and therefore is essential. Since both

its domain and codomain are toposes over Sh(C, J) obtained from continuous
comorphisms of sites, we may apply Proposition 4.2.2 to obtain the following:
Corollary 6.4.6. Consider a site (C, J) and a presheaf P : Cop → Set.
Denote by p :

∫
P → C and pX : C/X → C the relevant fibrations. Then

giving a geometric morphism H such that the triangle

Sh(C/X, JX) Sh(
∫
P, JP )

Sh(C, J)

H

CX Cp

is commutative (up to equivalence) is the same as giving a continuous comor-
phism of sites B : (C/X, JX) → ([(

∫
P )op,Set], ĴP ), up to JP -equivalence,

endowed with a natural transformation τ : B ⇒ p∗よCpX such that the com-
posite

τ̄ : lanpopB
lanpop◦τ
======⇒ lanpopp

∗よCpX
ε′◦よCpX======⇒よCpX

is sent by aJ to an isomorphism, where ε′ is the counit of lanpop a p∗. In
particular, for any X in C it follows that aJ(P )(X) is isomorphic to the set
of pairs (B, τ) as above, where B is chosen up to J-equivalence.
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Remark 6.4.2. Recall that for W : (
∫
P )op → Set, (Y, U) in

∫
P and Z

in C then lanqop(W )(Z) := colimϕ:Z→q(Y,U)W (Y, U). We can describe the
natural transformation τ̄ := (ε′◦よCpX)(lanqop◦τ) componentwise as follows:
first, set [w : W → X] in C/X, so that the component τ̄([w]) is an arrow
lanqopB([w]) → よC(W ) of [Cop,Set]; then notice that its component at Z
in C is the unique arrow

colimϕ:Z→q(Y,U)B([w])(Y, U)→ colimϕ:Z→q(Y,U) C(Y,W )→ C(Z,W )

induced by colimit property from the cocone whose leg indexed by ϕ : Z →
q(Y,U) is the arrow

B([w])(Y,U)
τ([w])(Y,U)−−−−−−−→ C(Y,W )

−◦ϕ−−→ C(Z,W ).

6.4.4 The various forms of sheafification for a presheaf over
a topological space

Consider a topological space X and a presheaf P : O(X)op → Set. The
content of the previous sections provides us with various possible ways of
describing the sheafification a(P ): indeed, for U in O(X), we have

a(P )(U) = Top/X(U,EP ) (6.1)
' Locale/O(X)(O(U),O(EP )) (6.2)
' (O(X), Jcan

O(X))/Site((O(EP ), Jcan
O(EP )), (O(U), Jcan

O(U))) (6.3)

' Comcont/(O(X), Jcan
O(X))((O(U), Jcan

O(U)), (O(EP ), Jcan
O(EP )))

(6.4)

= Toposs/Sh(X)(Sh(U),Sh(EP )) (6.5)
' Toposs/Sh(X)(Sh(U),Sh(

∫
P, JP )) (8.5*)

' Site†((
∫
P, JP ), (O(U), Jcan

O(U))) (6.6)

' ComJP
cont((O(U), Jcan

O(U)), ([(
∫
P )op,Set], ĴP ))/•p∗よO(X)pU

(6.7)

' Locally matching families of FibO(X)(O(−),
∫
P ) (6.8)

where the symbol † denotes the morphisms of sites

A : (
∫
P, JP )→ (O(U), Jcan

O(U))

satisfying the condition

(†) there is a natural transformation A ⇒ i−1
U p, where i−1

U := (− ∩ U) :
O(X) → O(U) and p :

∫
P → O(X), whose induced natural transfor-

mation ϕ : Sh(A)∗aJP ⇒ Sh(iU )∗aJcan
O(X)

lanpop at the level of geometric
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morphism is such that the composite

Sh(A)∗aJP p
∗

Sh(iU )∗aJcan
O(X)

lanpopp
∗

Sh(iU )∗aJcan
O(X)

ϕ◦p∗

Sh(iU )∗aJcan
O(X)

◦ε

is invertible (where ε is the counit of lanpop a p∗) (this results from
Proposition 6.4.2).

On the other hand, the symbol • states that we consider JP -equivalence
classes of continuous comorphisms of sites B : O(U)→ [(

∫
P )op,Set] with a

natural transformation τ : B ⇒ p∗よO(X)pU satisfying the requirement

(•) : the composite

lanpopB
lanpop◦τ
=====⇒ lanpopp

∗よCpX
ε′◦よCpX======⇒よCpX

is sent by aJ to an isomorphism, where ε′ is the counit of lanpop a p∗
(see Corollary 6.4.6).

Let us recapitulate how we can go from one form to the other.
The connection between the first four items is quite easy. We already

know how to go from (1) to (2) and (3), by mapping a section s to s−1;
the viceversa is the content of Proposition 6.2.7; instead, mapping s to s! =
s(−) : O(U)→ O(EP ) provides a way to go from (1) to (4). Starting instead
from a continuous comorphism of sites in (4), its right adjoint is a morphism
of sites, and so we go back to (3).

By applying either Sh(−) or C(−) we can go from (1), (2), (3) and (4)
to (5): conversely, one can easily go back from (5) to (2) by restricting a
geometric morphism Sh(U)→ Sh(EP ) to the locales of subterminal objects.

One can go from (5) to (5∗) and viceversa since Sh(
∫
P, JP ) ' Sh(EP )

(see Proposition 6.2.5).
One can go from (5∗) to (6) simply by restricting the inverse image H∗ :

Sh(
∫
P, JP ) → Sh(U) to representables, and viceversa a morphism of sites∫

P → Sh(U) induces a geometric morphism Sh(U)→ Sh(
∫
P, JP ).

The connection between (5∗) and (7) is the content of Corollary 6.4.6,
while the connection between (5∗) and (8) was sketched in Section 6.4.2.

To conclude, let us show the explicit connection between the first items
and the last items, without going through the categories of geometric mor-
phisms.
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If we start from (1), i.e. from a section s : U → EP , it is easy to verify
that the corresponding morphism of sites

As :
∫
P → O(U)

is defined by mapping any object (V, t) of
∫
P to the open s−1(ṫ(V )) ⊆ U .

The inclusions

s−1(ṫ(V )) = {x ∈ U ∩ V | s(x) = tx} ⊆ U ∩ V

provide the components of a natural transformation As ⇒ i−1
U p such that

satisfying the condition (†): thus we have obtained an element of (6). Vicev-
ersa, consider such a morphism of sites

A : (
∫
P, JP )→ (O(U), Jcan

O(U))

satisfying the condition (†): it is a matter of computation to see that we can
define a homomorphism of frames fA : O(EP )→ O(U) by setting the image
of the basic opens as

fA(ṫ(V )) :=
⋃
{W ⊆ U | W ⊆ A(V, t)}

and requiring that fA preserve arbitrary unions. This allows us to go from
(6) to (2).

Finally, let us connect (1) and (7). Starting from a section s : U → EP ,
first of all we consider the continuous comorphism of sites s(−) : O(U) →
O(EP ) ' IdJP (

∫
P ) of item (4): by considering the corresponding geometric

morphism Sh(U) → Sh(IdJP (
∫
P )) and applying to it Proposition 4.1.2 we

obtain that s corresponds to the continuous comorphism of sites

O(U)
R−→ Sh(

∫
P, JP ) ↪→ [(

∫
P )op,Set],

where in particular R maps an open V ⊆ U to the union of subterminals⋃
W⊆V,
r∈P (W )
s.t. sW=ṙ

`JP (W, r).

Conversely, start from a continuous comorphism of sites B : O(U) →
[(
∫
P )op,Set] as in item (7): it induces a geometric morphism F : Sh(U)→

Sh(
∫
P, JP ), whose inverse image acts by mapping a JP -sheaf H : (

∫
P )op →

Set to the Jcan
O(U)-sheaf

F ∗(H) : O(U)op → Set, F ∗(H)(V ) := [(
∫
P )op,Set](B(V ), H).

By restricting to subterminals we obtain a frame homomorphism IdJP (
∫
P ) '

O(EP )→ O(U), i.e. an element of (2) and (3).
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Chapter 7

The categorical petit/gros
topos construction

One of the key ingredients of a categorical approach to mathematics is the
idea that the study of an objectX in an environment C is essentially the study
of all the possible points of view that the environment allows for that object:
that is, of the representable presheaf C(−, X). This ‘Yoneda paradigm’ is
justified by the fact that embedding C into its topos of presheaves allows
us to perform many categorical constructions that the base category may
lack, such as limits or colimits. Of course, particular needs may require
toposes other than the topos of presheaves over the base category. When
working with a topological space X, the concept of gros topos TOP (X)
fulfills exactly that need: the category Top/X of bundles over X embeds
into it, and moreover all all the relevant topos-theoretic invariants of X
(namely its cohomology) are preserved. This latter fact is a consequence of
the fact that the petit topos of X, i.e. the topos of sheaves Sh(X), is in fact
a retract of the big topos TOP (X), as shown in Section 4.10 of [1, Exposé
IV]. Section 2.5 ibid., which is dedicated to the introduction of the gros site
and the gros topos, lists them among the many contributions of J. Giraud to
topos theory, and then goes forth:

L’avantage du gros topos de X sur le petit, c’est que le site qui le
définit contient Top/X comme sous-catégorie pleine [...] Par
suite, un espace X ′ sur X est connu à X-isomorphisme près
quand on connaît le faisceau (∈ TOP (X)) qu’il définit; donc
la notion de faisceau sur (le gros site de) X peut être considéré
comme une généralisation de celle d’espace topologique au-dessus
de X, à l’aide de laquelle toutes les constructions de la théorie
des faisceaux prennent un sens pour les espaces topologiques sur
X.1

1The advantage of the big topos of X over the small topos is that the site defining it
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In the following sections, we shall recall the basic results about the dichotomy
petit-gros topos, both in topology and algebra; after that we shall prove that
every Grothendieck topos can be naturally regarded as a small topos embed-
ded in an associated (very) big topos, and that this embedding allows one to
view any object of the original topos as an étale morphism to the terminal
object in the associated big topos. This seems to realize Grothendieck’s as-
piration of viewing any object of a topos geometrically as an étale space over
the terminal object, as expressed in his 1973 Buffalo lectures and brought
to the public attention by Colin McLarty in his recent talks (for instance
in [28]):

The intuition is the following: viewing objects of a topos as being
something like étalé spaces over the final object of the topos, and
the induced topos over an object as just the object itself. That is
I think the way one should handle the situation.
It’s a funny situation because in strict terms, you see, the lan-
guage which I want to push through doesn’t make sense. But
of course there are a number of mathematical statements which
substantiate it.

Indeed, in Grothendieck’s work, the toposes that are most naturally thought
as generalized spaces arise as ‘petit’ toposes, connected to ‘gros’ toposes by
essential morphisms and local morphisms defining a retraction.

7.1 The petit-gros topos dichotomy in topology and
algebra

We dedicate this section to recalling how the the ‘small’ and ‘big’ toposes of
a topological space and of a ring are obtained, as guide examples.

The literature on the subject is both sterminate and sparse, therefore
only the very fundamental results will be recalled, without any claim of
originality or exhaustiveness.

Let us start from the case of topological spaces: we refer to [1, Exposé
IV, Sections 2.5 and 4.10], and [27, pagg. 415-416]. We have already said
that the small topos of X is the topos

Sh(X) := Sh(O(X), Jcan
O(X)),

i.e. the topos of sheaves over the frame O(X) endowed with its canonical
topology: for an open subset U of X, a covering family of U is a family of
opens {Ui | i ∈ I} such that

⋃
i∈I Ui = U (see also Section 6.2).

contains Top/X as a full subcategory [...] It follows that a space X ′ over X is known
up to X-isomorphism whenever we know the sheaf (∈ TOP (X)) which it defines; thus
the notion of sheaf on (the big site of) X can be considered as a generalization of that
of topological space over X, thanks to which all the constructions in the theory of sheaves
acquire meaning for topological spaces over X.
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We can define a similar Grothendieck topology on any suitably small
category of topological spaces. Given a universe U , consider the category
TopU of U-small topological spaces (see Appendix B). For every U-small
topological space X, we consider covering any U-small family of open em-
beddings {Ui ↪→ X | i ∈ I} which is jointly surjective, and this provides
a topology J over TopU : this is called the open cover topology (see for in-
stance [27, Chapter III, §2]). We can then consider the topology JX induced
by J on TopU/X along the fibration TopU/X → TopU , in the sense of
Proposition 2.10.2: the site (TopU/X, JX) is evidently neither U-small nor
a U-site in principle, and this is why it is called the big site of X. If we want
to compute its topos of sheaves, we can avoid size issues either by choosing
a suitably small subcategory of TopU/X or by assuming the existence of a
bigger universe V 3 U such that the big site of X is a V-site (we will exploit
this latter point of view). We end up with two different toposes related to
X:

Sh(X), ShV(TopU/X, JX).

The latter is the big topos of X. We remark that the topology JX is sub-
canonical, and therefore the category of topological spaces TopU/X embeds
fully faithfully into Sh(TopU/X, JX): this is the technical motivation be-
hind the claim in the introduction to this chapter that the sheaves over
the big site of X generalize bundles over X. Moreover, the construction of
big toposes for topological spaces is functorial: indeed, a map f : X → Y
of U-topological spaces induces a functor (f ◦ −) : TopU/X → TopU/Y ,
which is a comorphism of sites and thus induces a geometric morphism
ShV(TopU/X, JX) → ShV(TopU/Y, JY ) (see [1, Exposé IV, § 4.1.3]). Fi-
nally, if we consider the fully faithful functor

iX : O(X) ↪→ TopU/X

which maps every U ⊆ X to the open immersion U ↪→ X, one can easily
verify that it is both a morphism and a comorphism of sites, when O(X) is
endowed with the canonical topology: therefore, it induces a pair of geomet-
ric morphisms of V-toposes

Sh(X)
CiX−−→ ShV(TopU/X, JX), ShV(TopU/X, JX)

Sh(iX)−−−−→ Sh(X),

which satisfy C∗iX = Sh(iX)∗. The fact that iX is fully faithful implies that
CiX is an embedding, and hence Sh(X) is a retract of ShV(TopU/X, JX),
with CiX being the section and Sh(iX) the retraction. The sheaves in the
image of (CiX )∗ are usually called the big étale sheaves over X, since they
correspond to the étale bundles over X.

Another classical example of a petit-gros topos situation is provided by
the Zariski topos of a ring. Starting with a commutative ring A, we consider
its spectrum Spec(A) = {p ⊆ A | p prime ideal}, which is a topological
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space when endowed with the Zariski topology defined by the base of opens
D(a) := {p ∈ Spec(A) | a /∈ p} where a varies in A. The small Zariski
topos of A is then defined as the topos of sheaves Sh(Spec(A)) over the
spectrum of the ring. To build the big site, we move to the categoryRingfp of
finitely presented commutative rings, which will be the algebraic counterpart
of TopU : to be more precise, we need to work with Ringop

fp , since it is the
category holding the geometric information2. The categoryRingfp can easily
be endowed with a Grothendieck co-topology defined by the co-basis of co-
covering families of the form

{B → B[s−1] | s ∈ S},

where S ⊆ B is any collection of elements of B such that the generated
ideal 〈S〉 coincides with B: we obtain therefore a topology on Ringop

fp . By
considering the slice A/Ringfp, which is nothing but the category of finitely
presented A-algebras, we can induce a co-topology on it, and hence a topol-
ogy on the category on (A/Ringfp)op ' Ringop

fp /A. Said topology is denoted
by ZA and called the Zariski topology on the big site of A. The big Zariski
topos of the ring A is defined as the topos of sheaves

Sh(Ringop
fp /A,ZA).

Finally, we compare the two toposes. Again, we consider a functor

iA : O(Spec(A))→ (Ringfp/A)op

defined on basic opens by mapping D(a) to A → A[a−1]: one shows that
said functor is a full and faithful morphism and comorphism of sites, and
thus it induces a section

CiA : Sh(Spec(A))→ Sh((Ringfp/A)op,ZA).

Thus the ring-theoretic scenario essentially mimics the topological one. We
mention in passing by that [3] provides a very general framework for the
construction of small and big toposes stemming from factorization systems,
which applies to most algebraic examples of the big-small topos dichotomy
(including rings). It is also interesting to remark that the Zariski topol-
ogy can be retrieved by the open cover topology in a canonical way, as the
following results show.
Lemma 7.1.1. Consider a homomorphism of rings f : A → B: it induces
a frame homomorphism

f̄ := O(f−1) : O(Spec(A))→ O(Spec(B))

2This is one of the many instances of the common mantra that ‘geometry is algebraop’.
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between topologies, defined as f̄(U) := {q | f−1(q) ∈ U}. Suppose that there
exists a ∈ A such that f̄ factors via D(a) ∩ − : O(Spec(A)) → D(a) ↓=
O(Spec(A[a−1])), as in the diagram

A A[a−1]

B

f
β

7→
O(Spec(A)) D(a) ↓

O(Spec(B))

f̄

D(a)∩−

α
:

then there exists a unique β lifting the arrow α.

Proof. A quick computation shows that

f̄(D(a)) = D(f(a))

and thus

D(f(a)) = α(D(a)) = α(>D(a)↓) = >O(Spec(B)) = Spec(B).

This implies that f(a) is invertible in B, and thus there exists a unique
homomorphism β as above.

Proposition 7.1.2. Consider the functor Spec : Ringop → Top and endow
Top with the open cover topology, denoted T : then the Zariski topology Z
on Ringop coincides with the smallest topology MSpec

T making Spec into a
comorphism of sites.

Proof. Preliminarily, consider a T -covering family {Ui ↪→ Spec(A)}: without
loss of generality every Ui can be set to be of the form D(ai) and hence the
covering family is the image of the family {A → A[a−1

i ] | i ∈ I}, which is
Z-covering since Spec(A) = ∪D(ai) implies that 〈ai〉 = A. This shows that

Spec : (Ringop, Z)→ (Top, T )

is a comorphism of sites and thus MSpec
T ⊆ Z.

Conversely, if we start from a Z-covering family {A → A[a−1
i ] | i ∈

I, 〈ai〉 = A}, we want to show that the sieve S it generates belongs to
Spec+ T . Notice that its image via Spec provides the open-covering family
{D(ai) ↪→ Spec(A) | i ∈ I}. We can then consider the sieve

R = {f : A→ B | f−1 : Spec(B)→ Spec(A) factors via some D(ai)} :

it is MSpec
T -covering, and it is in fact one of the sieves in the coverage that

defines MSpec
T (see Proposition 2.10.2). Now, if f−1 : Spec(B) → Spec(A)

factors via some D(ai) then the arrow O(f−1) = f̄ factors via D(a) ↓: by
the previous lemma, f factors through A → A[a−1

i ] and thus it belongs to
S. We have R ⊆ S and therefore S belongs to Spec+T .
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Both the topological and the ring-theoretic petit-gros topos situation are
encompassed by Exercise 4.10.6 in [1, Exposé IV], which consider any sub-
canonical site (C, J) with pullbacks with a classM⊆Mor(C) of morphisms
satisfying the following properties:

1. the property ‘f ∈M’ is stable under pullback;

2. M is closed for identities and compositions;

3. given y : Y → X in C, if there exists a J-covering family {Xi → X}
such that every pullback Y ×X Xi → Xi belongs to M, then also
y ∈M;

4. Every J-sieve S is refined by a J-covering family of arrows inM: that
is, there exist a J-covering family {yi : Yi → X | i ∈ I} ⊆ S such that
each yi belongs toM.

For every object X of C, let us denote byM/X the full subcategory of C/X
whose objects are morphisms inM: then we consider the Giraud topology
JX on C/X, which induces a biggest topology TX over M/X making the
inclusion

iX :M/X ↪→ C/X

(TX , JX)-continuous. One can then show that iX is a morphism and comor-
phism of sites, and thus that it induces a section of toposes

Sh(M/X, TX) ↪→ Sh(C/X, JX)

The essential point in this framework is the existence of a class of ‘distin-
guished morphisms’ M: these morphisms are the open embeddings in the
topological case, and the localizations in the ring-theoretic case. One can
be even more general by dropping the hypothesis that we work in a full and
faithful subcategory of C/X:
Proposition 7.1.3 [9, Theorem 7.20]. Consider a site (C, J) and an ob-
ject X of C. Suppose that there exist a site (DX , TX) and a morphism and
comorphism of sites

iX : (DX , TX)→ (C/X, JX)

which is K-full and K-faithful (see [9, Definition 5.14]): then it induces a
section of geometric toposes

CiX : Sh(DX , TX)→ Sh(C/X, JX)

with retraction the geometric morphism Sh(iX).
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7.2 Every Grothendieck topos is a ‘small topos’

We define a Grothendieck topology Jét on Topos, which we call the étale
cover topology , by postulating that a sieve on a topos E is Jét-covering if
and only if it contains a family {E /Ai → E | i ∈ I} of canonical local
homeomorphisms such that the family of arrows {!Ai : Ai → 1E | i ∈ I} is
epimorphic in E . We should thus have a ‘big’ topos Sh(Topos, Jét) with a
canonical functor ` : Topos → Sh(Topos, Jét), and for any Grothendieck
topos E we can consider the slice topos

Sh(Topos, Jét)/`(E ) ' Sh(Topos/E , Jét
E ),

where Jét
E is the Grothendieck topology whose covering sieves are those which

are sent by the forgetful functorTopos/E → Topos to Jét-covering families.
We call this topos the big topos associated with E . Note that the étale cover
topology represents a natural topos-theoretic counterpart of the open-cover
topology on the category of topological spaces.

Now consider in particular a site (C, J) of definition for E , and denote
by L the composite of the two canonical functors

C `J−→ Sh(C, J)
`−→ Topos/Sh(C, J) :

then L is fully faithful, and when Topos/Sh(C, J) is endowed with the
topology Jét

Sh(C,J) then L is both a morphism and a comorphism of sites. By
Proposition 7.1.3, it follows that the ‘petit’ topos Sh(C, J) is a coadjoint
retract of the ‘big’ topos Sh(Topos/Sh(C, J), Jét

Sh(C,J)) ' Sh(Topos, Jét)/

`(Sh(C, J)) via the geometric morphisms

CL : Sh(C, J)→ Sh(Topos/Sh(C, J), Jét
Sh(C,J))

induced by L as a comorphism of sites and

Sh(L) : Sh(Topos/Sh(C, J), Jét
Sh(C,J))→ Sh(C, J)

induced by L as a morphism of sites; moreover, Sh(L) is local and CL is an
essential inclusion.

There are some size issues concerning the (very) ‘big’ site

(Topos/Sh(C, J), Jét
Sh(C,J)) :

indeed, this is site is not small-generated. To fix this problem, we can resort
to two possibilities:

• We replace the site (Topos/Sh(C, J), Jét
Sh(C,J)) with a suitable small-

generated site containing as objects the étale morphisms.

• We change the Grothendieck universe with respect to which considering
sheaves. This is a sensible choice as it does not affect the properties of
the geometric morphisms under consideration to be local or essential
(see Appendix B).
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Chapter 8

Relative toposes, relative sites

In this chapter we introduce the notion of relative site (with respect to a
small-generated site (C, J)), and the corresponding notion of relative topos,
that is, of topos of sheaves on a relative site (endowed with a structure
geometric morphism towards the base topos).

We first define the relative analogue of presheaf toposes, as the Giraud
toposes associated with an arbitrary indexed category. Then we define rela-
tive sheaf toposes as the subtoposes of such toposes, which can be represented
as toposes of sheaves on a relative site. In this context, we introduce the no-
tion of a relative topology generated by horizontal and vertical data (which
we call an orthogonally generated topology), and give a number of examples
of such topologies naturally arising in the mathematical practice.

Then we introduce the notion of relative site of a geometric morphism,
and more generally of relative site of a morphism of sites. This allows us to
prove that every geometric morphism towards a topos E is equivalent to the
structure morphism of a relative topos over E .

8.1 Relative presheaf toposes

As observed in Remark 5.4.1(ii), the equivalence

GirJ(D) ' IndC(DV,S(C,J))

of Corollary 5.4.1 shows that, given a small-generated site (C, J) and a C-
indexed category D, the relative topos GirJ(D) yields the appropriate notion
of ‘topos of Sh(C, J)-valued presheaves on D’. This motivates the following
definition.
Definition 8.1.1. Let (C, J) be a small-generated site. A relative presheaf
topos over Sh(C, J) is a topos of the form CpD : GirJ(D) = Sh(G(D), JD)→
Sh(C, J), where D is a C-indexed category.
Remark 8.1.1. In the interest of maximal generality, we do not require D
to be a stack on (C, J), nor to be the C-indexing of an internal category in
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Sh(C, J). In fact, indexed categories simultaneously generalize stacks and
internal categories (on the other hand, not every internal category is a stack).

8.2 Relative sheaf toposes

As any Grothendieck topos is a subtopos of a presheaf topos, so we define
relative toposes as subtoposes of relative presheaf toposes. Recall that, for
any small-generated site (C, J), the subtoposes of the topos Sh(C, J) corre-
spond precisely to the Grothendieck topologies J ′ on C such that J ⊆ J ′.
This leads us to the notion of relative site:
Definition 8.2.1. Let (C, J) be a small-generated site. A relative site over
(C, J) is a site of the form (G(D), J ′), where D is a C-indexed category and
J ′ is a Grothendieck topology on G(D) containing the Giraud topology JD.

Any relative site (G(D), J ′) is endowed with the structure comorphism of
sites pD : (G(D), J ′)→ (C, J).

Trivial relative sites are those such that the Grothendieck topology J ′

coincides with Giraud’s topology JD; as in the classical setting, they yield
relative presheaf toposes. Accordingly, arbitrary relative sites yield arbitrary
subtoposes of relative presheaf toposes:
Definition 8.2.2. Let (C, J) be a small-generated site. A relative topos over
Sh(C, J) is a Grothendieck topos E , together with a geometric morphism
p : E → Sh(C, J).

The following result shows that we could have alternatively defined rel-
ative toposes as the toposes of sheaves on a relative site:
Theorem 8.2.1. Let (C, J) be a small-generated site. Then any relative site
over (C, J) yields a relative topos over Sh(C, J); more precisely, any relative
site

pD : (G(D), J ′)→ (C, J)

induces the relative topos

CpD : Sh(G(D), J ′)→ Sh(C, J).

Conversely, any relative topos p : E → Sh(C, J) is of the form CpD for some
relative site pD : (G(D), J ′)→ (C, J) (for instance, one can take pD to be the
canonical relative site of p, in the sense of Definition 8.2.4 - see Theorem
8.2.3 below).

Remark 8.2.1. There are some size issues involved in the notion of rela-
tive site. We do not require smallness hypotheses in our definition as, for
technical reasons, it is convenient to be able to work also with large presen-
tation sites. One can resolve such issues either by working with respect to
a bigger Grothendieck universe, or by showing that the relevant sites under
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consideration are in fact small-generated (for instance, one can show that
the canonical site of a geometric morphism, in the sense of Definition 8.2.4,
is small-generated).

8.2.1 Orthogonally generated topologies

Every Grothendieck topology on a category of the form G(D) has horizontal
and vertical data associated with it, that is, the collection of sieves on the
base category whose cartesian liftings are covering for the topology, and the
collection of covering sieves for the topology which are generated by families
of arrows entirely lying in some fibre of D.

It is natural to wonder under which conditions and to which extent a
Grothendieck topology on G(D) can be recovered from such horizontal and
vertical data. This motivates the following definition:
Definition 8.2.3. Let (C, J) be a small-generated site and D be a C-indexed
category. A Grothendieck topology on G(D) is said to be orthogonally gener-
ated if there is a family of horizontal data (i.e. cartesian liftings of J-covering
sieves) or vertical data (i.e. sieves entirely lying in some fibre D(X)) gener-
ating it.

As it can be naturally expected, and as is shown by the following example,
not all topologies on G(D) are orthogonally generated:
Example 8.2.1. Let C be the category 2, with two objects 0 and 1 and one
morphism t, and the indexed category D : 2op → CAT mapping 0 to the
category D(0) (isomorphic to 2) having two objects x and x′ and just one
non-identical morphism α : x→ x′, 1 to the terminal category 1 = {∗}, and
t to the functor D(1)→ D(0) sending ∗ to the object x′. The category G(D)
has three objects (0, x), (0, x′) and (1, ∗) related by the following morphisms:

(0, x)

(0, x′) (1, ∗)

(1,α)

(t,1)

(t,α)

Now, the assignment sending the objects (0, x) and (0, x′) to the col-
lections {M(0,x)} and {M(0,x′)} of maximal sieves on them and the object
(1, ∗) to the collection of sieves {M(1,∗), {(t, α)}, {(t, α), (t, 1)}} is clearly a
Grothendieck topology which is not of the form L(H,V ), as the horizontal
and vertical data associated with it ‘forget’ the diagonal covering morphism
(t, α).

On the other hand, several important Grothendieck topologies on fibra-
tions are generated by horizontal and vertical data:

(i) Any Giraud topology is orthogonally generated (in fact, generated by
horizontal data).
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(ii) The total topology of a fibred site (in the sense of [2]) is orthogonally
generated (in fact, generated by vertical data).

(iii) Given an internal locale in Sh(C, J) the Grothendieck topology on the
site externalizing it is orthogonally generated.

(iv) The topology on the site presenting the over-topos at a model, intro-
duced in [10], is orthogonally generated.

We shall see in the next section that the canonical relative sites of a
geometric morphisms provide a class of Grothendieck topologies which are
not in general orthogonally generated; still, it can be shown that the relative
topology of a locally connected morphism is always orthogonally generated.

8.2.2 The canonical relative site of a geometric morphism

Let f : F → E be a geometric morphism. As observed in Example 2.1.1(ii),
there is an E -indexed category If associated with f , defined on objects by
mapping E of E to the slice topos F/f∗(E), with its transition morphisms
being the obvious pullback functors. We can perform this more in gen-
eral. Consider two sites (C, J) and (D,K) and a (J,K)-continuous functors
A : C → D: then we can consider the C-indexed category IA defined by
mapping any X in C to the slice Sh(D,K)/`K(A(X)), and whose transi-
tion morphisms are pullback functors. Notice that the fibration If defined
from the geometric morphism f is now a particular instance of this, where we
take as continuous functors the morphism of sites f∗ : (E , Jcan

E )→ (F , Jcan
F ).

Every fibration of this form is in fact a stack:
Proposition 8.2.2. Let A : (C, J)→ (D,K) be a (J,K)-continuous functor:
then the fibration IA defined above is a J-stack. In particular, for every geo-
metric morphism f : F → E the E -indexed category If of Example 2.1.1(ii)
is a Jcan

E -stack.

Proof. Notice that IA corresponds to the composite pseudofunctor

Cop Aop
−−→ Dop S(D,K)−−−−→ CAT,

where S(D,K) denotes the canonical stack for the site (D,K) (see Definition
2.6.4 and Theorem 2.6.8).Then we can exploit the notion of direct image of
fibrations, introduced in Section 3.1, and the fact that the direct image along
a continuous functor maps stacks to stacks (Proposition 3.4.2), to conclude
that IA is a J-stack.

For a geometric morphism f : F → E , the fibration associated to If is
made as follows: objects over E in E are arrows [u : U → f∗(E)] of F , and
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morphisms (e, a) : [v : V → f∗(E′)] → [u : U → f∗(E)] are indexed by two
arrows e : E′ → E and a : V → U making the diagram

V U

f∗(E′) f∗(E)

v

a

u

f∗(e)

commutative. Cartesian arrows of G(If ) are characterized as those such that
the square above is a pullback square.

Notice that the fibration G(IF ) corresponds in fact with the comma cat-
egory (1F ↓f∗): we have already met this kind of category in Theorem 4.2.6,
where we showed that any geometric morphism induced by a morphism of
sites A : (C, J) → (D,K) can be described as the geometric morphism in-
duced by the fibration (1D ↓A) → C upon endowing the domain with a
suitable Grothendieck topology K̄. Applying that in our specific case, we
obtain the following result:
Theorem 8.2.3. Let f : F → E be a geometric morphism: then there
exists a Grothendieck topology Jf over G(If ) such that the two toposes F
and Sh(G(If ), JF ) are equivalent as E -toposes: more specifically, a family
{(ei, ai) : [vi : Vi → F ∗(Ei)] → [u : U → F ∗(E)] | i ∈ I} is Jf -covering if
and only if the family {ei : Ei → E | i ∈ I} is epimorphic in E .

Thus the geometric morphism f : F → E presents F as a topos of
relative sheaves over the stack If :

F ' Sh(G(If ), Jf ) =: ShE (If , Jf ).

We call the Grothendieck topology Jf the relative topology of f .

Proof. We apply Theorem 4.2.6 to the morphism of sites

f∗ : (E , Jcan
E )→ (F , Jcan

F ) :

the category (1F ↓f∗) can be endowed with a topology Jcan
F such that πE :

(1F ↓f∗)→ E is a comorphism of sites and πF : (1F ↓f∗)→ F induces an
equivalence of toposes making the diagram

F Sh(F , Jcan
F ) Sh((1F ↓f∗), Jcan

F )

E Sh(E , Jcan
E )

f

∼

Sh(f∗)

∼

CπE
∼

is commutative. Setting Jf := Jcan
F concludes the proof.

For any small-generated site (C, J), we shall denote by JS(C,J)
the relative

topology on S(C,J) of the identical geometric morphism on Sh(C, J). As
shown by the following result, the canonical relative site (S(C,J), JS(C,J)

) is
an alternative site of presentation for Sh(C, J):
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Corollary 8.2.4. Consider an essentially small site (C, J): the canonical
stack π(C,J) : S(C,J) → C induces an equivalence of toposes

CπS(C,J)
: Sh(S(C,J), JS(C,J)

)
∼−→ Sh(C, J).

Proof. We recall that πS(C,J)
: S(C,J) → C was defined as the fibration

π : (1Sh(C,J) ↓`J) → C, with π being the canonical projection onto C (cf.
Definition 2.6.4). Our thesis thus follows from Theorem 8.2.3, applied to the
identical morphism on Sh(C, J).

We can consider, more specifically, geometric morphisms induced by ar-
bitrary morphisms of sites:
Definition 8.2.4. LetA : (C, J)→ (D,K) be a morphism of small-generated
sites. The relative site of A is the site (IA, JKA ) (where JKA is equal to the
topologyK of Theorem 4.2.6), together with the canonical projection functor
πA : IA → C, which is a comorphism of sites (IA, JKA )→ (C, J).

Given a geometric morphism f : F → E , regarded as a morphism of sites
f∗ : (E , Jcan

E )→ (F , Jcan
F ), we call the site (If∗ , J

Jcan
F

f∗ ) the relative site of f .
Then, by Theorem 4.2.6, we have the following generalization of Theorem

8.2.3:
Theorem 8.2.5. Let A : (C, J)→ (D,K) be a morphism of small-generated
sites. Then the geometric morphism Sh(A) induced by A coincides with
the structure geometric morphism CπA associated with the relative site πA :
(IA, JKA )→ (C, J).
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Appendix A

Scheme of the adjunctions

A.1 Adjoints to the Grothendieck construction

cFibC CAT/C

ΛCAT/C

ΓCAT/C

a

,

IndC Com/(C, J)

ΛCom/(C,J)

a

ΓCom/(C,J)

IndC Comcont/(C, J)

ΛComcont/(C,J)

a

ΓComcont/(C,J)

[Cop,Set] Cat/1C

ΛCat/1C

`

ΓCat/1C

A.2 Fundamental adjunctions

cFibJC Topos/Sh(C, J)co

ΛTopos/Sh(C,J)co

`

ΓTopos/Sh(C,J)co

, cFibJC EssTopos/Sh(C, J)co

ΛEssTopos/Sh(C,J)co

`

ΓEssTopos/Sh(C,J)co
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A.3 Discrete adjunctions

[Cop,Set] Toposs/1Sh(C, J)

ΛToposs/1Sh(C,J)

ΓToposs/1Sh(C,J)

a

.

[Cop,Set] Preord/1C

ΛPreord/1C

a

ΓPreord/1C

[Cop,Set] Locale/1 IdJ(C)

ΛLocale/1 IdJ (C)

ΓLocale/1 IdJ (C)
a

[O(L)op,Set] Locale/1L

ΛLocale/1L

ΓLocale/1L

a

Λ : Psh(X) Top/X : Γ

a

.
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Appendix B

Some results on Grothendieck
universes

In this appendix we will recap some known results about Grothendieck uni-
verses, along with some original results. Our main interest is in the study
of geometric morphisms between toposes of sheaves valued in different uni-
verses. Universes were first introduced in the appendix of Exposé I in [1];
for the following we also refer to [25].

First of all, let us recall that a Grothendieck universe is a set U satisfying
the following four axioms:

(i) if x ∈ U and y ∈ x then y ∈ U ;

(ii) if x, y ∈ U then {x, y} ∈ U ;

(iii) if x ∈ U then P(x) ∈ U ;

(iv) if I ∈ U , for any map f : I → U then
⋃
i∈I f(i) ∈ U .

Note that this is called pre-universe in [25], and a universe is a pre-universe
that contains the set ω of von Neumann finite ordinals. This latter condition
is equivalent to asking that a univers is not empty, as remarked after Propo-
sition 7 in [1, Appendice]. In short, a universe is a set closed under the usual
set theoretic operations that can be performed on its elements. Universes
can be used to avoid the dichotomy set/class, when dealing with size issues
in category theory: instead of small sets, one can speak about U-small sets,
i.e. sets that are isomorphic to an element of U . If one is given a set which
is not U-small, i.e. which is U-large, one can suppose that there is a wider
universe V containing both said set and U , and thus ‘widen the horizon’. We
recall though that the assumption that every set be contained in a universe
is a powerful set-theoretic axiom, which implies the existence of a strongly
inaccessible cardinal containing every other chosen cardinal.

A category C is a U-category if for every pair of objects Y and X of C
the hom-set C(Y,X) is U-small; the category C is locally U-small category in
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the terminology of [25]. In a similar fashion, one sais that C is U-small if its
set of morphisms is U-small.

Denote by SetU the topos of U-small sets: then it is a U-category. Given
a further universe V such that U ∈ V (by axiom (ii) we have also U ⊆ V) we
have an obvious full and faithful inclusion

SetU ↪→ SetV .

For every category C we can consider its U-presheaves, i.e. the contravariant
functors Cop → SetU ; if C is U-small then [Cop,SetU ] is locally U-small. If
U ∈ V, a U-category C is also a V-category and we have again a full and
faithful inclusion

[Cop,SetU ] ↪→ [Cop,SetV ].

Now consider a site (C, J): it is called a U-site if it admits a J-dense full
subcategory that is U-small (see [1, Definitions 3.0.1 and 3.0.2]); alternatively
one could say that (C, J) is U-small generated. In particular, the site is U-
small if C is a U-small category. One can speak of U-sheaves on a U-site, thus
obtaining the topos ShU (C, J): then a U-topos is a U-category equivalent to
a category of U-sheaves for a U-site. Moreover, in analogy with the presheaf
case, given an inclusion of universes U ⊆ V one can consider the U-site (C, J)
as a V-site, thus producing a full and faithful inclusion of sheaf toposes

ShU (C, J) ↪→ ShV(C, J).

Finally, we recall that all usual properties of toposes are true when one works
with universes: for instance, a topos of U-sheaves is closed under U-small
limits and colimits. This implies that when one considers the sheafification
functor [Cop,Set] → ShU (C, J), which is defined by colimits, it commutes
with the expansion of universes: that is, we are left with the two (essentially)
commutative squares

ShV(C, J) [Cop,SetV ]

ShU (C, J) [Cop,SetU ]

ShV(C, J) [Cop,SetV ]

ShU (C, J) [Cop,SetU ]

aJ

aJ

This is essentially the content of [1, Exposé II, Proposition 3.6].
As we have anticipated above, our main interest is to study the behaviour

of geometric morphisms with respect to the change of universe. In the follow-
ing we will always assume U ∈ V to be two universes and (C, J) and (D,K) to
be U-sites. Consider two geometric morphisms F : ShU (D,K)→ ShU (C, J)
and G : ShV(D,K) → ShV(C, J): we will say that G is an extension of F ,
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or that F is a restriction of G, if the two squares

ShV(D,K) ShV(C, J)

ShU (D,K) ShU (C, J)

G∗

F∗

ShV(D,K) ShV(C, J)

ShU (D,K) ShU (C, J)

G∗

F ∗

are commutative up to natural isomorphism. For instance, we can restate
our previous considerations about aJ by saying that ShV(C, J) ↪→ [Cop,SetV ]
restricts to ShU (C, J) ↪→ [Cop,SetU ]. This holds more in general for any
geometric morphism induced by a morphism or a comorphism of sites:
Proposition B.0.1. Let U ⊆ V be universes and (C, J) and (D,K) be U-
sites.

(i) Let F : (C, J) → (D,K) be a morphism of U-sites. Then the F is
also a morphism of V-sites (C, J) → (D,K) and the geometric mor-
phism ShU (F ) : ShU (D,K) → ShU (C, J) is (up to isomorphism) the
restriction of ShV(F ) : ShV(D,K)→ ShV(C, J).

(ii) Let G : (D,K) → (C, J) be a comorphism of U-sites. Then G is also
a comorphism of V-sites (D,K) → (C, J), and geometric morphism
(CG)U : ShU (D,K)→ ShU (C, J) is given by the restriction of (CG)V :
ShV(D,K)→ ShV(C, J).

Proof. (i) Since both ShU (F )∗ and ShV(F )∗ act as the precomposition
−◦F op, evidently the former is the restriction of the latter. Moreover,
[1, Exposé II, Proposition 1.5] shows that F is (J,K)-continuous as
a U-functor if and only if it is (J,K)-continuous as a V-functor, and
that ShU (F )∗ is the restriction of ShV(F )∗. So far we have the two
(essentially) commutative squares

ShV(D,K) ShV(C, J)

ShU (D,K) ShU (C, J)

ShV (F )∗

ShU (F )∗

ShV(D,K) ShV(C, J)

ShU (D,K) ShU (C, J)

ShV (F )∗

ShU (F )∗

.

We are left with considerations on the flatness of F : that is, we want to
know whether ShU (F )∗ preserves finite limites if and only if ShV(F )∗

does. Since ShU (F )∗ is a restriction of ShV(F )∗ one implication is
obvious. For the converse we can resort to the definition of morphism
of sites provided in [9, Definition 3.2]: F is a morphism of sites as a U-
functor if and only if it satisfies the four requirements of said definition,
which are site-theoretic and thus are independent from the universe of
choice.
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(ii) Again, since (CG)∗U and (CG)∗V both act as the precomposition − ◦
Gop, the former is a restriction of the latter. Finally, [1, Exposé II,
Proposition 2.3(4)] shows that (CG)U∗ is the restriction of (CG)V∗.

The previous proposition is based on the consideration that the proper-
ties ‘being a morphism of sites’ and ‘being a comorphism of sites’ can be
formulated entirely at the level of the sites. We cans state this as a general
principle:
Metatheorem B.0.2. Consider a morphism (resp. comorphism) of U-sites
F : (C, J) → (D,K): then any property P of ShU (F ) (resp. (CF )U) that is
site-theoretic is stable under extension.

Proof. Suppose that ShU (F ) satisfies a property P if and only if the mor-
phism of sites F satisfies a site-theoretic property Q: that is, Q can be
expressed in terms of U-small families of arrows and objects of the U-sites
(C, J) and (D,K). Now consider any wider universe V 3 U : since U-small
sets are V-small, if F satisfies Q as a morphism of U-sites it obviously satisfies
Q as a morphism of V-sites, and thus ShV(F ) satisfies P .

Notice that the converse may not hold: if the sites are not U-small, we
may have that F satisfies a property for V-sites (for instance, involving a
sufficiently large set of morphisms) without it satisfying the same property
for U-sites.

On the matter of restrictibility of properties, we can start by remark-
ing that some constructions on sheaves are preserved and reflected by the
inclusion ShU (C, J) ↪→ ShV(C, J): for instance, it is known that a U-small
diagram D of U-sheaves in ShV(C, J), has as co-/limit a U-sheaf, and it co-
incides with the co-/limit calculated in ShU (C, J). In general, we will call
operation any process through which we can associate to a diagram in a
category a further object, such as the calculation of limits and colimits. We
will say that an operation is stable under restriction if, whenever U ∈ V, the
choice of U-small diagrams of U-sheaves yields a U-sheaf as output. Now
suppose that a a geometric morphism G : ShV(D,K)→ ShV(C, J) admits a
restriction F : ShU (D,K) → ShU (C, J), and suppose that G satisfies some
property P which can be characterized by operations that are stable under
restriction. Then of course F satisfies the same property: this because, the
action of F on U-sheaves corresponds (up to isomorphism) to that of G, and
the property P , when applied to U-small diagrams of U-sheaves, yields again
U-sheaves. We end up with the following metatheorem:
Metatheorem B.0.3. Consider a geometric morphism G : ShV(D,K) →
ShV(C, J): any property of G that can be formulated in terms of operations
that stable under restriction is stable under restriction.
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An immediate consequence of these two metatheorems are the two fol-
lowing results:
Proposition B.0.4. Consider two universes U ∈ V, two U-sites (C, J) and
(D,K), and two geometric morphisms F : ShU (D,K) → ShU (C, J) and
G : ShV(D,K) → ShV(C, J) such that F is a restriction of G. Then the
following holds:

(i) if G is an embedding, F is an embedding;

(ii) if G is a surjection, F is a surjection;

(iii) if G is essential, F is essential;

(iv) if G is local (i.e. G∗ has a fully faithful right adjoint G!), F is local;
moreover, F ! is the restriction of G! to U-sheaves.

Proof. (i) The geometric morphism G is an inclusion if and only if G∗
is fully faithful: since the two functors ShU (C, J) ↪→ ShV(C, J) and
ShU (D,K) ↪→ ShV(D,K) are also fully faithful, this immediately
forces F∗ to be fully faithful and thus F is an embedding.

(ii) G is a surjection if and only if G∗ is faithful: by applying an argument
similar to that of the previous item, we immediately conclude that F ∗

is faithful and hence F is a surjection.

(iii) G is essential if and only if G∗ has a further left adjoint, and this
happens if and only if G∗ preserves V-small colimits: but this implies
that F ∗ preserves U-small colimits, and thus F is essential.

(iv) G∗ has a right adjoint if and only if G∗ preserves arbitrary limits: we
then have the same argument as in the previous item. Notice now that
the right adjoint G! of G∗ an be defined as follows: for P ∈ ShV(C, J),
G!(P ) : Dop → Set, G!(P )(D) := ShV(C, J)(G∗(`J(D)), P ). If P ∈
ShU (C, J), a quick computation shows that

G!(P )(D) ' ShU (C, J)(F∗(`J(D)), P ) = F !(P )(D),

and thus F ! restricts G!. Finally, the considerations on the full faith-
fulness of F ! are the same as those in the previous items.

Proposition B.0.5. Consider a morphism of U-sites F : (C, J)→ (D,K):

(i) ShU (F ) is a surjection if and only if ShV(F ) is a surjection.

(ii) ShU (F ) is an embedding if and only if ShV(F ) is an embedding.

Consider a comorphism of U-sites F : (D, J)→ (C, J):
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(iii) (CF )U is a surjection if and only if (CF )V is a surjection.

(iv) (CF )U is an embedding if and only if (CF )V is an embedding.

Proof. All the restrictions were proven in the previous result. Conversely:

(i) ShU (F ) is a surjection if and only if F is cover-reflecting, by [9, The-
orem 6.3(i)]: since said property is site-theoretic, ShV(F ) is also a
surjection.

(ii) By [9, Theorem 6.3(iii)], ShU (F ) is an embedding if and only if F :
(C, JF ) → (D,K) is a weakly dense morphism of sites, where JF is
the topology over C of those sieves that are sent by F to K-covering
families. In turn, [9, Proposition 5.5] formulates the weak denseness
condition purely in site-theoretic terms, and thus ShV(F ) is also an
embedding.

(iii) [9, Proposition 7.1] provides a purely site-theoretic description for
(CF )U to be surjective, and thus it is stable under extension.

(iv) [9, Proposition 7.6] characterizes the property of (CF )U to be an in-
clusion quantifying over arrows of the site (D,K) and the presheaf
topos [Dop,SetU ]: therefore, said property is still satisfied when F is
considered as a comorphism of V-sites.
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(−)co, 5
(−) ↓, 153
CSt
F , 89

Cγ , 119
C(−), 65
C(A,α), 119
F y(A,α), 114
F∗, 73
F(A,α), 114
Fγ , 114
J-ideal, 156
JKA , 188
Jét, 182
Jét

E , 182
JP , 67
JX , 68
JD, 69
Jf , 187
MA
J , 65

Px, 136
[Cop,CAT]•, 13
cFibC , cFibGr

C , 18
Com, 65
Comcont, 66
ComJ

cont, 101
EssToposSh(C,J), 9
Etale(X), 137
Etale(C), 155
Etale(C, J), 155
EvD, 77
FibC , FibGr

C , 18
Frame, 156
GirJ(−), 69

G, 65
Hom((A,α), (B, β)), 34
IdJ(C), 156
I, 20
IndC , 14
IndJC , 121
IndsC , 76
ΛCAT/C a ΓCAT/C , 115
ΛCat/1C a ΓCat/1C , 132
ΛCom/(C,J) a ΓCom/(C,J), 117
ΛComcont/(C,J) a ΓComcont/(C,J), 117
ΛEssToposco/Sh(C,J) a ΓEssToposco/Sh(C,J),

126
ΛLocale/1L a ΓLocale/1L, 160
ΛLocale/1 IdJ (C) a ΓLocale/1 IdJ (C), 158
ΛPreord/1C a ΓPreord/1C , 153
ΛToposco/Sh(C,J) a ΓToposco/Sh(C,J), 126
ΛToposs/1Sh(C,J) a ΓToposs/1Sh(C,J), 134
LanF op , 76
L, 115
Loc(E ), 164
LocTopos, 156
Locale, 156
Localeétale, 158
Preord, 153
Psh(X), 136
RanF op , 76
Sh(F ), 66
Sh(X), 136
sFibC , 25
St(F ), 85
St(E ), 33
St(C, J), 33
StJ(C, J), 121
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Sts(C, J), 38
Toposétale/1Sh(C, J), 133
Toposs/1Sh(C, J), 133
A �A, 12
J̄ , 108
BSA, 149
BS , 147
S(C,J), 36
C-indexed category

essentially J-small, 121
C/X, 12
C/1X, 12
χx,y,U , 18
colimD

• R, 48
(−↓−), 108
D(X), 19
`J , 4∫

(−), 15
G, 14
IA, 186
ιJ , 4
λx,y,A, 18
lanpop , 64
〈X〉J , 156∏
f , 67

ranpop , 64
aJ , 4
σSπ , 147
τSπ , 144
τF , 76
τDF , 79
θf,A, 16
tJ , 38
Ĵ , 101
Ĉ, 4
x̂A, 16
C̃, 4
よC , 4
iJ , 34
jJ , 38
sJ , 34
sx, 136
ED, 31
IF , 15

2-adjunction, 114

lax/oplax/pseudo-colimit, 47
commutativity of diagrams and

weights, 49
conification, 51

adjoint functor theorem for toposes,
121

cartesian arrow, 16
category

comma, 108
of elements, 15
preorder, 153
slice, 12

comorphism, 64
J-equivalence of -, 101

down-set, 153

fibration
essentially J-small, 121
Grothendieck, 16
canonical, 36
cloven, 16
split, 25
Street, 16

fibre, 19
fibred Yoneda lemma, 26
frame, 156

internal, 164
functor

(K,J)-continuous, 66
dependent product, 67
direct image, 73
inverse image, 76
truncation, 38

fundamental adjunction, 126

geometric morphism
dependent product, 67
essential, 4
local homeomorphism, 133
étale, 133
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germ, 136
Grothendieck construction, 14

indexed category, 14

Kan extension, 64
pseudo-, 76

locale, 156
internal, 164
étale morphism of -, 158

map of preorders
J-étale, 155
étale, 155

modification, 13
morphism of sites, 66

open sublocale, 157
opfibration, 17

presheaf lifting of J , 101
presheaf-bundle adjunction

for sites, 134
for topological spaces, 136

prestack, 32
for pseudofunctors, 33

pseudofunctor, 13

relative topos theory, 6

site
relative - of a morphism of sites,

188
Giraud -, 69
relative -, 184
relative - of a geometric morphism,

188
small-generated, 4

stack, 32
canonical, 36
for pseudofunctors, 33

stackification, 34
stalk, 136
strict pseudopullback, 19

topology

relative - of a geometric morphism,
187

Giraud -, 69
join-cover, 156
open cover, 178
orthogonally generated -, 185
Zariski, 179
étale cover, 182

topos
classifying a fibration, 69
relative sheaf -, 184
big Zariski, 179
Giraud -, 69
gros, 176
localic, 156
petit, 176
relative presheaf -, 183
small relatively to a base, 133
small Zariski, 179
étale, 133

transformation
lax, oplax, 13
pseudonatural, 13

universe, 195

vertical arrow, 17
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