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ABSTRACT. We classify blocks of categories of weight and generalized weight mod-
ules of algebras of twisted differential operators on P". Necessary and sufficient
conditions for these blocks to be tame and proofs that some of the blocks are Koszul
are provided. We also establish equivalences of categories between these blocks and
categories of bounded and generalized bounded weight sl(n + 1)-modules in the
cases of nonintegral and singular central character.
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1. INTRODUCTION

Algebras of twisted differential operators play important role in modern represen-
tation theory. One fundamental application of these algebras is the equivalence of
categories of modules over a complex semsimple Lie algebra and modules of global
sections of algebras of twisted differential operators established by Beilinson and
Bernstein, [3]. In this paper we initiate the study of generalized weight modules of
such algebras, i.e. modules that are locally finite with respect to a maximal commu-
tative subalgebra.

The first step in our study is to look at the category of generalized weight modules
over the Weyl algebra D(n + 1). We classify the blocks of this category and prove
that these blocks are equivalent to the category of locally nilpotent G-graded repre-
sentations of the polynomial algebra C|z, ..., z,], where G is the direct product of
several copies of Zy. Weight modules of the Weyl algebra were studied by Bavula,
Bekkert, Benkart, Drozd, Futorny, Guzner, Ovsienko, Futorny, among others, [1], [3],
[5], [12], [19].

The original motivation of this study comes from the problem of classifying blocks
of generalized weight modules with bounded set of weight multiplicities over the
Lie algebra sl(n + 1). Such modules are called generalized bounded modules. The
natural action of SL(n + 1) on the affine space A"*! induces a homomorphism 1) :
U(sl(n 4+ 1)) — D(n + 1). The image of this homomorphism lies in the subalgebra
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DE € D(n+1) of operators commuting with the Euler vector field E. In many cases
generalized bounded weight sl(n + 1)-modules can be obtained from D¥-modules via
Y. If Z is the center of U(sl(n + 1)), then 1(Z) lies in the subalgebra of D(n + 1)
generated by E. Hence, all sl(n+1)-modules with a fixed central character come from
DE/(E — a)-modules for a fixed a € C. Note that D* = D¥/(E — a) is nothing else
but the algebra of global section of twisted differential operators on the projective
space P".

It is not hard to see that any indecomposable generalized weight module of finite
length admits a generalized central character. Therefore, it is important to study
generalized weight modules over the ring D* = {iinDE /(E — a)", which itself can be

described as the ring of formal deformations of D*. We classify the blocks of gener-
alized weight D*modules in terms of quivers with relations. Then we prove that the
category of generalized weight sl(n + 1)-modules with bounded weight multiplicities
that admit non-integral or singular integral generalized central character is equivalent
to the category of generalized weight D*-modules for a suitable choice of a. The proof
uses variations of the twisted localization construction originally introduced in [21]
and the classification of generalized weight cuspidal blocks, see [22]. We also obtain
all classification results and equivalences of categories mentioned above in the case
of weight modules - those for which the action of the corresponding commutative
subalgebra is semisimple.

Let us mention that the above result for a non-integral or singular integral central
character is essentially a consequence of the fact that in this case all simple bounded
weight modules with the same central character are annihilated by the same primitive
ideal. If the central character is regular integral, then we have n 4 1 primitive ideals
representing annihilators of the modules in the corresponding block. This case was
solved in [20] and in [22] for cuspidal weight modules and for generalized cuspidal
weight modules, respectively. The case of general bounded modules with regular
integral central character remains open in general.

The paper is organized as follows. In Section 3 we collect some important defini-
tions and facts for generalized weight modules of sl(n 4+ 1) and D®*. The quivers and
the corresponding algebras that appear in the classification results are introduced
in Section 4. The study of generalized weight modules of D(n + 1) is presented in
Section 5, while the next section is devoted to the study of these modules over D
The twisted localization construction is presented in Section 7 and the main results
on the equivalence of categories are included in Section 8. Some useful commutative
diagrams of functors are collected in the Appendix.

Acknowledgements. The authors would like to thank to V. Bekkert for the useful
information provided for certain quivers. We also thank L. Hille and A. Polischuk
for the fruitful discussions. Part of this work was completed during the stay of the
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second author at IHES. He would like to thank the institute for the warm hospitality
and the excellent working conditions.

2. INDEX OF NOTATIONS

Below we list some notations that are frequently used in the paper under the section
number they are introduced.

3.1 supp, M*, M™,

3.2 D(n+1), D, (D,H)-mod, *(D,H)-mod, (D,H),-mod, *(D,H),-mod.

3.3 |v|, B, (D¥, H)*mod, (D¥, H)%mod, ((DF, H)*mod, >(D¥, H)*mod, ((DF, H)2-
mod, >(D¥, H)%-mod.

3.4+, B, B, B, GB, B,, GB,, B*, GB*, B, 6B, B., GB..

5.3 Sy, B, B(k).

4.1 C(k), A(k), A'(k), A"(k), B(k), B'(k), B" (k).

5.2 F,, Fo8 a; I,(J), Fe(J), Int(v), P(v), R,, A, Gi.

6.1 Ty, ¢, 72

6.2 P,, ', RS.

7.1 Dp, ©%, ©%, D%,

7.3 Df, D7, DY DY, Dy, D2,

8.1y, V.

8.2 5.

3. BACKGROUND

In this paper the ground field is C. All vector spaces, algebras, and tensor products
are assumed to be over C unless otherwise stated.

3.1. Categories of weight modules of associative algebras. Let U/ be a finitely
generated associative unital algebra and ‘H C U be a commutative subalgebra. We
assume in addition that H = Clho,...,h,] = S(bh) is a polynomial algebra and
ad (h) : U — U is semisimple for all h € . In other words, we have a decomposition

u=Ppu,
[
where
U* ={x € U|[h,x] = p(h)x,Yh € bh}.

Let Q = ZAy be the Z-lattice in h* generated by Ay = {u € b* | U* # 0}. We
note that () is of finite rank since U is finitely generated. We also obviously have
Urgr C grtv.

We call a U-module M a generalized weight (U, H)-module if M = P, - MO,
where

M® = {m e M|(h; — A\(h;)Id)"m = 0 for some N > Oand alli =0,...,n}.
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We call MW the generalized weight space of M and dim M® the weight multiplicity
of the weight A\. Note that

(3.1) UM» < M,
A generalized weight module M is called a weight module if MY = M?*, where
M* ={m & M|(h; — A\(hy)Id)m =0 for all i =0,...,n}.

By (U, H)—mod and ¥ (U, H)—mod we denote the category of generalized weight
modules and weight modules, respectively. Furthermore, by (U, H)-mod and ®(U, H)-
mod we denote the subcategories of (U, H)-mod consisting of modules with finite
weight multiplicities and bounded set of weight multiplicities, respectively. By (U, H)-
mod and “P(U,H)-mod we denote the subcategories of (U, H)—mod that are in
HU,H)—mod and P(U, H)—mod, respectively.

For any module M in (U, H)-mod we set

suppM = {\ € h* | MV #£ 0}

to be the support of M. It is clear from (3.1) that Exty(M, N) = 0 if (supp M +
Q) Nsupp N = 0, where A is any of the categories of generalized weight modules or
weight modules defined above. Then we have

(U, H)—mod = EB (U, H)z—mod,
ey /Q

where (U, H)z—mod denotes the subcategory of (D, H)-mod consisting of modules
M with supp M C i = p + Q. We similarly define ¥ (U, H)z—mod, f(U, H)z—mod,
b(U, H)z—mod, * (U, H)z—mod, and **(U, H)z—mod, and obtain the correspond-
ing support composition where the direct summands are parametrized by elements
of h*/Q. With a slight abuse of notation, for y € bh* we set (U, H),—mod =
(U, H)z—mod, etc.

3.2. Weight D-modules. Let D(n + 1) be the Weyl algebra, i.e. the algebra of
differential operators of the ring Clto,...,t,] and consider Y = D(n + 1). When
n > 0 is fixed, we use the notation D for D(n+1). Let H := C[tDo, - - - , tn0y). Then
‘H is a maximal commutative subalgebra in D. Note that the adjoint action of the
abelian Lie subalgebra Span(tydy, .. .,t,0,) on D is semisimple. We identify C"*!
with the dual space of Span{ty0y, ..., t,0,}, and fix {eg,...,e,} to be the standard
basis of this space, i.e. &;(t;0;) = d;;. Then Q = @, Ze; is identified with Z"*!,

and
D= P D
peZnt1
Here DY = H and each D" is a free left H-module of rank 1 with generator [| 150 T 11;<0 9; H
Therefore *(D,H)—mod = {(D,H)—mod and **(D,H)—mod = “(D, H)—mod.
The latter category was studied in [5] and [19] and the former in [2].
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The support of every (D, H)-module will be considered as a subset of C"** and we
have a natural decomposition

(D,H)-mod= € (D, H)p—mod,

pG(Cn-!—l /Zn+1

As before for v € C"™! we write (D, H),—mod = (D,H),;—mod. The same ap-
plies for the subcategories ™ (D, H)y—mod, ®(D,H);—mod = (D, H),—mod, and
Yo(D, H)y—mod = Y(D, H),—mod.

3.3. Weight D¥-modules. In this subsection we assume n > 1. Let £ = Y""  t;0;
be the Euler vector field. Denote by DF the centralizer of F in D. Note that D has
a Z-grading D = @, ., D™, where D™ = {d € D|[E,d] = md}. It is not hard to see
that the center of D¥ is generated by E. The quotient algebra D¥/(E — a) is the
algebra of global sections of twisted differential operators on P".

Let a € C, let (DF,H)%mod be the category of generalized weight DF-modules
with locally nilpotent action of E — a and "(D¥,H)%mod be the subcategory of
b(DE,H)*mod consisting of modules with finite weight multiplicities. We have again
a decomposition

(D¥,H)*—mod = @(DE,H)Z—mod,
v|=a
where (D, H)2—mod is the subcategory of modules with support in v+ 37" Z(e; —
gir1) and |v| == >"1 v

Let H' be the subalgebra of D generated by t;0; — t;0;. We denote by <(D¥, H)-
mod (respectively, (D¥ H)-mod) the the subcategory of (D, H)-mod (resp., the
subcategory of P(D¥, H)-mod) consisting of all modules semisimple over H'. Simi-
larly we define the categories ((D¥,H)%mod, >(DF, H)*mod, (D, H)%mod, and
>(DF,H)%-mod.

3.4. Weight sl(n + 1)-modules. Let g = sl(n+ 1) and U = U(g) be its universal
enveloping algebra. We fix a Cartan subalgebra § of g and denote by (,) the Killing
form on g. We apply the setting of §3.1 with &4 = U and ‘H = S(h). We will use
the following notation: GB = (U, H)—mod, B = “*(U,H)—mod, GB,, = GB; =
b(u, H)ﬁ—mod, and B'u = Bﬁ = Wb(u, H)ﬁ—mod.

A generalized weight module M with finite weight multiplicities will be called a
generalized cuspidal module if the elements of the root space g* act injectively (and
hence bijectively) on M for all roots « of g. If M is a weight cuspidal module
we will call it simply cuspidal module. By GC and C we will denote the categories
of generalized cuspidal and cuspidal modules, respectively, and the corresponding
subcategories defined by the supports will be denoted by GC; and Cz. One should
note that the simple objects of B and G (as well as those of C and GC) coincide.

The induced form on h* will be denoted by (, ) as well. We have that h* is identified
with the subspace of C**! spanned by the simple roots g — €1,...,6p—1 — &n. By ¥
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we denote the projection C"™! — h* with one-dimensional kernel C(gg+ -+ +¢,). In
this case ) C b* is the root lattice. By W we denote the Weyl group of g. Denote
by Z := Z(U) the center of U and let Z’ := Hom(Z,C) be the set of all central
characters (here Hom stands for homomorphisms of unital C-algebras). By x, € Z’
we denote the central character of the irreducible highest weight module with highest
weight A. Recall that x\ = x, iff A+ p = w(p + p) for some element w of the
Weyl group W, where, as usual, p denotes the half-sum of positive roots. We say
that x = x. is regular if the stabilizer of A 4+ p in W is trivial (otherwise y is called
singular), and that y = x, is integral if X is in the weight lattice (i.e. in the lattice
spanned by the fundamental weights v(gg + ... +&;-1), ¢ = 1, ...,n). We say that two
weights A and v € A + A are in the same Weyl chamber if for any positive root «
such that (A, ) € Z, (A, a) € Z>q if and only if (u,a) € Z>o. Finally, recall that A
is dominant integral if (X, o) € Z> for all positive roots .

One should note that every generalized bounded module has finite Jordan—-Holder
series (see Lemma 3.3 in [21]). Since the center Z of U preserves weight spaces, it
acts locally finitely on the generalized bounded modules. For every central character
X € Z' let GBX (respectively, BX, GCX,CX) denote the category of all generalized
bounded modules (respectively, bounded, generalized cuspidal, cuspidal) modules M
with generalized central character x, i.e. such that for some n (M), (z — x (2))"*) =
0 on M for all z € Z. It is clear that every generalized bounded module M is a direct
sum of finitely many M; € GBY. Thus, one can write

GB= (P gBi. 6c= (P 9ci. B= (P BL.c= P Cr.

x€ez’ x€ez’ x€z’! x€z’
REL*/Q AEH*/Q AEH*/Q REL*/Q

where GBY = GBX NGB, etc. Note that many of the direct summands above are
trivial.

By x» we denote the central character of the simple highest weight g-module with
highest weight A. For simplicity we put GB* := GBX*, ng =GB}, etc.

Let B (respectively, GB) be the full subcategory of all weight modules (respectively,
generalized weight modules) consisting of g-modules M whose finitely generated sub-
modules belong to B (respectively, GB). It is not hard to see that every such M is
a direct limit li_H)l M, for some directed system {M;|i € I} such that each M; € GB

(respectively, M; € B). It implies that the action of the center Z of the universal
enveloping algebra U on M is locally finite and we have decompositions
B- B, B- ) 0B
x€Z’, xez!
AEH*/Q AED*/Q
In a similar way we define C and GC and obtain their block decompositions. Finally,

we set Q_Bg = %;A, Z_S’g = B}?, etc. For a detailed discussion of C we refer the reader
to §5 of [20].
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4. SOME QUIVERS AND ALGEBRAS RELATED TO HYPERCUBES

In this section we define certain pointed algebras which describe blocks of categories
which we study in the paper.

4.1. Definitions. Let £ > 1 and C(k) be the quiver of “the skeleton “of the k-
dimensional cube: the vertices of the quiver are the same as those of the cube; arrows
of C(k) correspond to the edges of the cube, each edge gives rise to two arrows in
C'(k) with opposite orientation.

We define an equivalence relation on the paths of C'(k) as follows. Two paths with
the same beginning and end and of the same length are equivalent. Let B(k) be the
quotient of the path algebra C[C'(k)] by the relations identifying all equivalent paths.

For instance, C'(2) is

o

—_—
I

1
[ ] [}
a2
o1 \Ltsz B2 lﬁl
[ ] [}

and B(2) has relations fya; = Y202, aga; = 6109, ... etc.

Let s be some vertex of C'(k) and s’ be the opposite vertex. Denote by e, and ey
the corresponding projectors in C[C'(k)]. For k > 2 define the subalgebras B'(k) and
B"(k) of B(k) by

B'(k):=(1—e)Bk)(1—e;), B'(k):=(1—e,—e)BE)1— e —ey).

For example, the reader can check that B”(2) is isomorphic to the path algebra of
the quiver

—
o _ [

Note that B"(2) ~ B(1).

Let k > 3, C'(k) be obtained from C(k) by removing s and C”(k) be obtained
from C(k) by removing s and s’. Since any path in C(k) passing through s or s is
equivalent to some path which does not pass through s and s’, we can identify B’(k)
(respectively, B"(k)) with the quotient algebra of C[C’(k)] (respectively, C[C"(k)])
by the same equivalence relation.

Next we define a new equivalence relation on the paths in C(k). We color the
arrows of C'(k) by k colors, in such a way, that two arrows have the same color if
and only if the corresponding edges of the cube are parallel or opposite. As a result,
to every path in C(k) we associate a sequence of colors. We call two paths p and ¢
equivalent if they have the same beginning and end and the sequence of colors of p is
obtained from that of ¢ by some permutation. Let A(k) be the quotient of the path
algebra C[C(k)] by the relations identifying all equivalent colored paths.

If k > 2, we define subalgebras A'(k), A”(k) C A(k) by

A'(k):= (1 —e)A(k)(1 —ey), A"(k):=(1—es—ey)Ak)(1 —es —ey).
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For example A’(2) is the quotient of the path algebra of the quiver

by the relations
afy = By, yfed = edyp, ded = die.

Here the loops correspond to cyclic paths of length 2 in C'(2) passing through s.
Similarly, A”(2) is isomorphic to the quotient of the path algebra of the quiver

by the relations aff = fa = dv, e = pe = 7.

4.2. Tameness.

Proposition 4.1. (a) B(k) is tame if and only if k = 1, 2.
(b) B'(k) is tame if and only if k = 2.
(c) B"(k) is tame if and only if k = 2.

Proof. Observe that B(1) is the path algebra of the quiver Agl), which is tame (see
[13], [24]). To prove the tameness of B(2) we show that it is a skewed-gentle algebra
which is tame by [18] (see also [6]). To prove that it is skewed-gentle, we consider the
quiver of type Agl) with the relations a8 = fa = 0, where a and [ are two arrows of
the quiver, and set both vertices to be special. Then the corresponding skewed-gentle
algebra coincides with B(2).

The wildness of B'(k) and B”({¢) for k > 3 and ¢ > 4 follows from the fact that
both algebras have a quotient algebra which is isomorphic to the path algebra of the
quiver

D

without relations. The tameness of B’(2) is a standard fact - see for example §VIII.7.9
in [14].
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It remains to show that B”(3) is wild. The quiver for B"(3) is

@/f&
N

subject to the relations that every two paths with the same starting and end point
and of same length are equal. We claim that the algebra £ = B”(3)/rad®(B"(3)) is
wild. To show this we consider the universal cover for F, see [17], and notice that it
has the following subquiver

AN AN
NAY

subject to the relations @19 = asay, 182 = 9y This quiver is wild, see for
instance [25]. Hence F and B”(3) are wild. O

Proposition 4.2. A(k), A'(k) and A" (k) are wild for any k > 2, while A(1) is tame.

Proof. First, we consider the case k = 2. For A”(2) we take its quotient by a = v =
e = 0, and for A’(2) we consider the quotient by v = = ¢ = ¢ = 0. In both cases
we obtain the path algebra of the quiver

-

o <—0

which is wild. For A(2) in a similar way one constructs a quotient algebra isomorphic
to the path algebra of the quiver e — e <— e .

For k > 2, A(k), A'(k) and A”(k) always have a quotient algebra isomorphic to
A'(2).

Finally we notice that the category of nilpotent representations of A(1) is isomor-
phic to the category of Zy-graded nilpotent representations of C[f] with deg(f) = 1.
Hence, this category is tame. [

4.3. Koszulity.
Proposition 4.3. The algebras A(k) and B(k) for k > 2 are Koszul.
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Proof. Let us enumerate the vertices of the quiver C} by the elements of the group
Gy =~ Z% in the natural way. By dy,...,0 we denote the basis of G}, over Z,. We
also consider the inner product (-,-) on G}, such that (9;,6;) = d;;.

Define the Gy-grading of the polynomial algebra C|xy, ..., zx] by setting the degree
of x; to equal §;. In addition, we consider the standard Z-grading of Clzy, ..., xx].
Thus, Clx1, ..., zx] is now equipped with a Gy x Z-grading. It is not hard to see that
the category of all Z-graded A(k)-modules is equivalent to the category of all G}, x
Z-graded Clxy,. .., x;]-modules. The Koszul resolution of the trivial Clzy,...,z]-
module can be equipped with a G-grading. Therefore A(k) is Koszul.

To prove the Koszulity of B(k), let us first renormalize the arrows of the quiver
C'(k) in the following way. If the arrow 6 joins the vertices v and v+ 6;, where v € G,
we multiply 6 by (—1)®9++%) Let D(k) be the quadratic algebra with generators
&1, ..., & and relations §&;+&;6 =0, & = 5]2 for all 7 # j. Note that D(k) is the dual
to the Koszul algebra Clzy, ..., zx]/(22 4 - -+23) and, hence, D(k) is Koszul. Define
a G-grading on D(k) by setting the degree of z; to equal §;. Then the category of all
graded B(k)-modules is equivalent to the category of Gy x Z-graded D(k)-modules.
Thus, the Koszulty of B(k) follows by the argument analogous to the one in the
previous case. O

Finally let us note that B’(k) for k > 3 and B”(k) for k > 4 are quadratic algebras.
However, we do not know if they are Koszul.

5. GENERALIZED WEIGHT MODULES OVER THE WEYL ALGEBRA

The goal of this section is to study the structure of *(D, H),,—mod. Note that since
the simple modules in (D, H)-mod are the same as those in (D, H)-mod, we can
use the description of simples from [19]. We will show that (D, #)-mod has enough
injectives and explicitely construct an injective cogenerator R, in (D, H), — mod.

We use a slight modification of the classical result of Gabriel. For the proof of this
version see [20].

Theorem 5.1. Let R, be an injective cogenerator of (D, H), — mod, and let A, =
Endp(R,). The category A,-fimod of finite dimensional A,,-modules is antiequivalent
to the category ®(D,H),-mod. The mutually inverse contravariant functors which
establish this antiequivalence are Homp(-,R,) and Homy4, (-, R,).

5.1. The case of D(1). In this subsection we assume D = D(1), to =t and Jy = 0.
For v € C we set

F, =t"Clt,t7"]
and consider F,, as a D-module with the natural action of D. It is easy to check that
F, € *(D,H),, — mod and F, is simple iff v ¢ Z. By definition, F, ~ F, if and only
if u —veZ. So,if v e€Z we may assume v = (. It is an easy exercise to check that
Fo has length 2 and one has the following non-split exact sequence

0— Fy = Fo— Fy —0,
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where F = C[t] and F; is a simple quotient. Moreover, if o denotes the automor-
phism of D defined by o(t) = 9,0(9) = —t, then F; ~ (F)°.

As follows for instance from [19], any simple object in (D, H)-mod is isomorphic
to F, for some non-integer v, F, or Fy. In this subsection, we will verify that
(D, H)-mod has enough injectives.

Set u = logt and consider the D-module

Fi8 = F, ® C[u.

One can easily check that Fi°¢ € (D, H),-mod and that F.°¢ has a unique simple
submodule isomorphic to F, for v ¢ Z and to Fy for v € Z.

Proposition 5.2. The module F°¢ is an injective module in the category (D, H)-
mod.

Proof. If v € Z we assume v = 0. Let N = F°6. For any u € supp N the generalized
weight subspace N® is isomorphic to the direct limit

limH/(to — p)™.

Hence N® is injective in the category of locally finite H-modules.
For any D-module M let I'y (M) be the set of all finite H-vectors. Note that
['3(M) is in fact D-invariant and therefore

I'y; : D —mod — (D, H) — mod
is a functor right adjoint to the embedding functor (D, H) — mod — D — mod.
We claim now that
I, = Ty (Homy (D, N™))
is injective in (D, H)-mod. Indeed, for any M € (D, H)-mod
Homp (M, I,)) = Homp (M, Homy (D, N*))) = Homy, (M, N¥)),

where the second equality follows from the Frobenius reciprocity. Thus, Homp(+, [,,) ~
Homy (-, N®)) is an exact functor.

It remains to prove that N is isomorphic to I,. Consider the homomorphism
¢ : N — I, induced by the projection N — N®) via Frobenius reciprocity. Then ¢
is injective since it is not zero on the unique simple submodule of N. To prove the
surjectivity of ¢ note that any generalized weight subspace I is isomorphic to N®

and any non-zero H-linear map I N® s surjective. 0

It is clear from above that we have constructed injective hulls of all up to isomor-
phism simple objects in (D, H)-mod except of F; . To construct an indecomposable
injective hull of F; we use the twist by o. Indeed, (F,*8)° is injective with unique
simple submodule (Fy )7 ~ F; .

Thus, we have constructed an injective cogenerator R, for every block (D, H), —
mod. Namely, if v ¢ Z we have R, = F1°¢ and if v = 0 we have Ry = Foa8 @ (Fo8)°.
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Lemma 5.3. Endp(F%8) ~ C[[2]].

Proof. First, we consider the embedding j : C[[2]] — Endp(F8) defined by z — 2.
It remains to prove that j is surjective. Note that F1°¢ is equipped with an increasing
exhausting filtration

O=FCFH CFkC...,
with Fy = F, and F}, = Fj._1 + uFj,_;. We have
(5.1) Homp(Fy/Fy—1, F1) ~ C.
Every f € Endp(F°®) preserves the filtration and hence we have

Endp(F,°8) = lim Endp(Fy).
—

It follows easily from (5.1) that Endp(F})) =~ C[z]/(2**1). This completes the proof.
0

Corollary 5.4. Endp((Fy®)?) ~ CJ[[z]].

Lemma 5.5. There exists 6 € Endp(Ry) such that 0(F) %) = (F8)7, 0((F2)7) =
Fi% and 0% = 2.

Proof. Recall that Fy/F; ~ F;, and this isomorphism extends to homomorphism
Ot : Fi8 — (F%)7 with kernel F. By twisting with o we construct 6~ : (F;*8)7 —
F & with kernel ;. By construction

KGI‘(Q_ o 9+> = .Fo
and

Ker(0t o 07) = FJ.

That implies 0~ o 67 = zf for some unit f € C[z]. By normalizing we can assume

that f = 1. Finally, set 6 = 0% +0~. O

Corollary 5.6. The algebra Endp(Ry) is generated by C[[6]] and the idempotents
et and e~ representing projectors on Fo® and (Fi®)?, respectively.

Theorem 5.7. Let v € C.

(a) If v ¢ Z, then *(D, H),-mod is equivalent to the category of finite-dimensional
C|z]-modules with nilpotent action of z.

(b) If v € Z, then *(D,H),-mod is equivalent to the category of finite-dimensional
Zo-graded C[f]-modules with nilpotent action of 6, where the Zs-grading on C[6)] is
defined by degf = 1.

Proof. The theorem is an easy consequence of Theorem 5.1, Lemma 5.3, and Corollary
5.6.

Indeed, in the first case A, = C][[z]] and the category A,-fmod is equivalent to
the category finite-dimensional C[z]-modules with nilpotent action of z. Moreover,
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the latter category clearly has a nice duality functor. Hence, we can change the
antiequivalence by an equivalence.

In the second case A, is generated by C[[f]] and two idempotents. Clearly 6 acts
nilpotently on all finite-dimensional C[[f]]-modules. The idempotents correspond to
projectors on the homogeneous parts of the Zsy-grading. 0

Observe that, by the above theorem, *(D,H),-mod is tame. If v ¢ Z, all indecom-
posable representations in this category are parametrized by their dimension that can
be any positive integer. If v € Z, the indecomposable representations are enumerated
by their superdimension which can take values (n+1,n), (n,n+1) and (n,n). In the
latter case there are two up to isomorphism indecomposable representations with the
same superdimension, and one is obtained from the other by changing the parity.

5.2. The case of D(n + 1) for arbitrary n. We assume now D = D(n + 1) and
repeatedly use the fact that D(n + 1) is the tensor product of n + 1 copies of D(1).
We set Fio8 = Fi8 @ ... @ F,28 and F, = F,, @ ... @ F,,.

It follows from [19] that for v = (1,...,v,) every simple module in (D, H),-
mod is the tensor product Sy ® S1 ® --- ® S,, where each S; is a simple module in
(D(1),H(1)),,-mod.

Let Int(v) be the set of all i such that v; € Z and P(v) be the power set of Int(v).
For every J € P(v) set

S(J) =505 -®5,,

where S; = F,, if i ¢ Int(v), S; = F; if i € Int(v) \ J and S; = F; if i € J.

Lemma 5.8. Any simple object in (D, H),-mod is isomorphic to S, (J) for J € P(v).
Moreover, S,(J) ~ S,(1I) if and only if I = J. If by o; we denote the automorphsim
of D induced by o on the i-th copy of D(1) and set o; = [],.,0i, then S,(J) =
(S, (@)

Proof. The lemma follows from [19]. O
Similarly as above, for any J € P(v) set
() =1L ® - &I,

where I; = Fl# if j ¢ Int(v), I; = Fg® if j € Int(v) \ J and I; = (Fy®)7 if j € J.
Observe that

Z,(0) = Ht;”@[t(fl, ot g, )
i=0

with u; = log(t;). We also set Fio8(J) = (Fl°#)°7 and F,(J) = (F,)°’

Lemma 5.9. (a) For any J € P(v), Z,(J) is the indecomposable injective hull of
S, (J) in the category (D, H)-mod.
(b) Ry = @B jepn) Lo(J) is an injective cogenerator in (D, H),-mod.
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Proof. (a) The proof in the case J = () is the same as in the case n = 1, see Proposition
5.2. For J # (), we use the twist by ;.
Part (b) follows from (a). O

Let A, = Endp(R,). Recall that R, = R,, ® --- ® R,,,. Define a Z""!-filtration

on R, by
Fon,..., mn(Ru) = Fmo(RVo) Q- an(RVn)
Again, it is not hard to see that this filtration is preserved by any f € A,. For each
m € Z""! set
AP = Endp(Fin(Ry))-
Then
A, =1lim A7,
—
and
AJ = Endp() (Fing (Ry)) @ - -+ @ Endpry (Fin,, (Ru,))-

For any ¢ ¢ Int(v) let z; € A, be the endomorphism induced by z on R,,. If

i € Int(v) let 0;,¢;, e; be induced by the corresponding endomorphisms of R,,.

1

The proof of the following is straightforward.

Lemma 5.10. A, is generated by C|[2;, 0;]i¢int(v),jemi(v) and e for all i € Int(v).
Now applying Theorem 5.1 leads to the following result

Proposition 5.11. Assume that |Int(v)| = k, and let

k
i=1

Consider the Gy-grading on C[0y,...,0k, 21, ..., zn+1-k) defined by deg(z;) = 0 and
deg(6;) = ;. Then *(D,H),-mod is equivalent to the category of finite-dimensional
Gy-graded Clby, ..., 0, 21, . . ., Znp1-k|-modules with nilpotent action of all z; and ;.

Note that for *(D,H),-mod is wild for n > 0.

5.3. The category >(D,H)-mod. Recall the definition of °(D, H)-mod in Section
3.3.

Define the left exact functor Sy : (D,H)-mod — ¢(D,H)-mod to be the one
that maps M to its submodule consisting of all H'-eigenvectors. By general nonsense
arguments, Sz maps injectives to injectives and blocks to blocks. Therefore, Sy (R,)
is an injective cogenerator in the block (D, H),-mod. It is not hard to see that

Sw(Ry) = F, @ Clul,
where u = log(tot; - - - t,,). If we set B, = End(Sy/(R,)) then clearly B, is the quotient

of A, by the ideal generated by 8%1- — 8%1- for all ¢ # 7. This implies the following.
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Lemma 5.12. For any v, the ring B, is the C|[z]]-algebra generated by 6; and the
idempotents e for all i € Int(v), subject to the relations 6? = z.

Using Theorem 5.1 again, we obtain the following result.

Proposition 5.13. Assume that |Int(v)] = k > 0. Consider the Gy-grading on
B(k) = C[by, ..., 0] /(07 — 63) defined by deg(6;) = &;. Then (D, H),-mod is equiv-
alent to the category of finite-dimensional Gy-graded B(k)-modules with nilpotent
action of all 0;. If k = 0, then "(D,H),-mod is equivalent to the category of finite-
dimensional C|z]-modules with nilpotent action of z.

Corollary 5.14. The category >(D,H),-mod is tame if and only if |Int(v)| = 0, 1.

6. DF AND TWISTED DIFFERENTIAL OPERATORS ON P"

In this section we assume that n > 1.

6.1. Connection between weight D-modules and weight D”-modules. For
any M € (D,H)-mod, let

It is not hard to see that I, is an exact functor from the category (D, H)-mod to the
category (D¥,H)%mod. The induction functor

O(X)=DRpr X
is its left adjoint.

Lemma 6.1. (a) I', o ® is isomorphic to the identity functor.
(b) If S is simple in (D, H)-mod, then I',(S) is either simple or zero.
(c) Let Sy and Sy be non-isomorphic simple modules in (D, H)-mod and T',(S;) # 0
for i =1,2. Then I'y(S,) and I',(S2) are not isomorphic.
(d) Any simple M in (D¥,H)*mod is isomorphic to T'y(S) for some simple S in
(D, H)-mod.
(e) If I is the indecomposable injective hull of a simple S in (D,H)-mod and
[.(S) # 0, then T'y(I) is injective in (D¥, H)*-mod.
Proof. (a) Use
(X))~ P D" ®pr X,
mezZ
and
D" ®@pe X = | JKer(E —a—m)"
1>0
Since D° = D, we have
[ (X) =D ®pr X ~ X.
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(b) Note that both S and T',(S) are multiplicity free weight modules. If N is a
proper non-zero submodule in I',(S), then supp/V is a proper non-empty subset in
suppl'o(S). Let S’ be the submodule in S generated by N. Then supp S’ is a proper
non-empty subset in suppS. That contradicts to the simplicity of S.

(c) The statement follows from the fact that S, and Sy have disjoint supports.

(d) By (a), we have M ~T',(®(M)). Hence M ~I',(S) for some simple subquo-
tient S of ®(M).

(e) Let ¢ : X — Y be an injective homomorphism of modules in (D, H)%-mod, and
n: X — I'y,(I) be some homomorphism. Let Z be the kernel of ®(¢) : &(X) — &(Y),
and ' : ®(X) — I be the homomorphism induced by 1. So we have I'; (") = . Note
that by (a) we have I',(Z) = 0. We claim that 7/(Z) = 0. Indeed, otherwise 7/(Z)
contains S, hence Z has a subquotient isomorphic to S. But I',(S) # 0. Then by the
injectivity of I, there exists a homomorphism a : ®(Y) — I such that ' = ao ®(p).
After applying T', to the latter identity we obtain n = f o ¢ with § = [,(«). O

Note that if v € C"*L, then the restriction of I, to (D, H),-mod is not identically
zero if and only if |v| —a € Z.

Lemma 6.2. Let v ¢ Z"" and a — |v| € Z. Then for any simple S in (D, H),-mod
Lu(S) £0.

Proof. We just have to check that the intersection of suppS with the hyperplane
|| = a is not empty. This is an immediate consequence of

(6.1) supp(S, = Zosi+ Y Z>051+ > " (vi+ L)
i€J i€Int(v)\ i¢Int(v)
0J

Corollary 6.3. Let v ¢ Z"*! and a— |v| € Z. Then (D, H),-mod and (D¥  H)%-mod
are equivalent.

Proof. From the previous lemma we have that ® and I', are inverse. 0

6.2. On the structure of (DF H)i-mod. We now consider the case v € Z".
Without loss of generality we may assume v = 0.

Lemma 6.4. Let a € Z.
(a) Let —n—1 < a < 0 and T',(So(J)) = 0ifand only if J = O or J = {0, ..., n+1}.
(b) If a > 0 and I',(Sp(J)) = 0 if and only if J = {0,...,n+ 1}.
(c)Ifa < —n—1and T'y(So(J)) =0 if and only if J = ().

Proof. Like the proof of Lemma 6.2, the statements follow by direct inspection using
(6.1). O

Consider the automorphism 7 = [[\_,o; of D. It is clear that 7(E) = —E —n — 1.
Hence 7(D¥) = DF and twist by 7 induces an equivalence between (D, H),-mod
and (D¥,H)_,_1_,-mod. In particular, (D¥ H)d-mod and (D, H)," * '-mod are
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equivalent. Thus, without loss of generality, we can restrict our attention to the cases
(a) and (b) of the last lemma.

If a > 0, then all up to isomorphism simple modules of (D¥, H)$-mod are of the
form S§(J) = I'u(So(J)), where J runs through all proper subsets of {0,...,n}. If
—n — 1 < a < 0, then all up to isomorphism simple modules of (D, H)i-mod are
of the form S§(J) = I'y(So(J)), where J runs through all proper non-empty subsets
of {0,...,n}. In what follows we denote by P, the collection of all proper subsets
of {0,...,n} for a > 0, and that of all proper non-empty subsets of {0,...,n} for
—n—-1<a<0.

Set

RS = @ Fa(IO(J))
JEPq
Lemma 6.1 implies the following.

Corollary 6.5. R is an injective cogenerator in (D¥ H)4-mod.

In view of Theorem 5.1, it is useful to study the algebra Endpz(RE). Let 7 € A,
denote the projector onto € ;cp. Zo(J).

Lemma 6.6. Endpr(RY) is isomorphic to m* Agm®.
Proof. Observe that
7w Agr® = Endp (@D Zo(J)).
JEPa
We define a homomorphism v, : 7®Agm® — Endpe(RE) by setting v.(g9) = La(g).
The injectivity of 7, follows immediately by definition. To prove the surjectivity

consider f € Endpr(R§). Note that I', has a right adjoint functor ' which has all
properties analogous to the left adjoint functor ®. It can be defined by

&' (M) = Dy (Homps (D, M)).

By general nonsense arguments, & maps an injective module to an injective module

and therefore
'(R§) = @ To(J).
JEPq,

Then we have f = v,(®'(f)). O

In order to give a combinatorial description of *(D¥ H)%-mod we study certain
quivers. By Proposition 5.11, (D, H)o-mod is equivalent to the category of finite-
dimensional nilpotent representations of A(n + 1), where by “nilpotent” we mean
that every sufficiently long path acts trivially.

The following statement is now a consequence of Lemma 6.6.

Proposition 6.7. (a) If a > 0, then *(D¥, H)%-mod is equivalent to the category of
nilpotent representations of A'(n + 1).
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(b) If =n—1 < a < 0, then *(D¥, H)a-mod is equivalent to the category of nilpotent
representations of A”(n + 1).

Corollary 6.8. For any n > 1, the category *(D¥ H)2-mod is wild.

6.3. On the structure of ((DF H)3-mod. Recall the definition of ((DF H) in
Section 3.3. We can use the functor I', in the same way as in Section 6.1.

Proposition 6.9. Let v ¢ Z"! and a— |v| € Z. Then (D, H),-mod and (D, H)2-
mod are equivalent.

Proof. The statement follows immediately from the analogue of Lemma 6.1. 0J

Now we concentrate on the case v € Z""! and, as before, assume that v = 0. We
apply the same arguments as in Section 6.1. We denote the idempotent of B(n + 1)
again by 7?. Recall that by Proposition 5.13, >(D¥ H)i-mod is equivalent to the
category of nilpotent B(n + 1)-modules. With this in mind, we have the following.

Lemma 6.10. The category ?(D¥  H)2-mod is equivalent to the category of nilpotent
7*B(n + 1)7*-modules.

We now formulate the above result in terms of quivers.

Proposition 6.11. (a) If a > 0, then ?(D¥ H)i-mod is equivalent to the category
of nilpotent representations of B'(n + 1). Therefore, >(D¥ H)i-mod is tame if and
only if n = 1.

(b) If =n—1 < a < 0, then *(D¥, H)3-mod is equivalent to the category of nilpotent
representations of B"(n +1). Therefore, ®(D¥, H)%-mod is tame if and only if n = 1.

7. TWISTED LOCALIZATION

7.1. Twisted localization in general setting. Retain the notation of §3.1. Namely,
U is a finitely generated associative unital algebra, and H = Clhy, ..., h,| = S(h) is
a subalgebra of U such that ad(h) is semisimple on U for every h € h. Let now
F ={f1,..., fx} be a subset of commuting elements of U such that ad (f;) are locally
nilpotent endomorphisms of . Let (F') be the multiplicative subset of U generated
by {f1, - fa}, i-e. the (F) consists of the elements ff'...fi"* for n; € Zso. By Drld
we denote the localization of U relative to (F'). Note that (F) satisfy Ore’s local-
izability condition due to the fact that f; are locally ad-nilpotent. For a U-module
M, by DpM = DpU &y M we denote the localization of M relative to (F'). We will
consider DrpM both as a U-module and a Dpl-module. By 0 : M — DpM we
denote the localization map defined by 6r(m) =1 ® m. Then

anny F := {m € M | sm = 0 for some s € F'}

is a submodule of M (often called, the torsion submodule with respect to F'). Note
that if anny, F' = 0, then 6 is an injection. In the latter case, M will be considered
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naturally as a submodule of DrpM. Note also that if ' = Fy U Fy, then Dp, Dp, M ~
DF2DF1M ~ DFM

It is well known that D is a functor from the category of «/-modules to the category
of DpU-modules. For any category A of U-modules, by Ar we denote the category
of DrU-modules that considered as U-modules are in A. Some useful properties of
the localization functor Dy are listed in the following lemma.

Lemma 7.1. (i) If o : M — N is a homomorphism of U-modules, then Dp(¢)0r =

(ii) D is an exact functor.

(iii) (Universal property) If N is a DpU-module and ¢ : M — N is a homo-
morphism of U-modules, then there exists a unique homomorphism of DplU-modules
®: DpM — N such that 0r = . If we identify N with DrpN, then © = Dp(p).

(iv) Let A be any category of U-modules. If I is an injective module in Ap, then
I (considered as an U-module) is injective in A as well.

Proof. Statements (i)-(iii) are standard (see for example [23]). For (iv), consider a
morphism ¢ : A — [ and a monomorphism ¢ : A — B in A. By (ii), Dr? is a
monomorphism, and since [ is injective in Ap, there is a morphism v : DpA — [
such that yDp(¢) = Dp(p). But then o := ~0p is a morphism from B to I and

ap = y0p = YDp(¥)0p = Dr(p)0r = ¢.

The second identity follows from (i), while the last one from (iii). O

We now introduce the “generalized conjugation” in DpU following §4 of [21]. For
x = (21, ...,73) € C* define the automorphism ©% of DpU in the following way. For
u € DpU set

CHOESEN (21)(“) ad(f1)™ ... ad(fr)™(u) fr™ .. f ™,

1
i1 i >0 k

where (?) := z(z — 1)...(x — i + 1)/i! for x € C and i € Z>o. Note that for x € ZF,
we have O%(u) = f*uf ™, where f* := f{*...fi*. For a Dpl{-module N by ®EN we
denote the Dplf-module N twisted by ©%. The action on ®%N is given by

w-v* = (0% (u) - v)*,

where v € Dpl, v € N, and w* stands for the element w considered as an element of
PXN. In the case x € Z*, there is a natural isomorphism of Drl/-modules M — ®XM
given by m +— (f* - m)* with inverse map defined by n* +— f=* - n. In view of this
isomorphism, for x € Z* we will identify M with ®%M, and for any x € CF will
write £* - m (or simply f*m) for m™> whenever m € M.

The basic properties of the twisting functor % on DplUd/-mod are summarized in
the following lemma. The proofs are straightforward.
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Lemma 7.2. Let F = {fi, ..., fi} be a set of locally ad-nilpotent commuting elements
of U, M and N be DpUU-modules, m € M, v € U, and x,y € C*.

(1) ©% 0 ©% = ©%" | in particular £ - (fY - m) = £ . m;

(ii) ®XP% = ®%Y, in particular, ®%®.* = Id on the category of Dpl-modules;

(iid) £+ (u - (£7 . m)) = O%(u) - m;

(iv) % is an exact functor;

(v) M is simple (respectively, injective) if and only if ®%M is simple (respectively,
injective);

(vi) Homy, (M, N) = Homy, (P M, PEN).

For any U-module M, and x € C* we define the twisted localization DM of M
relative to F' and x by DFM = &% DpM. The twisted localization is a exact functor
from U/-mod to DrlU-mod.

7.2. Twisted localization of generalized weight (U, H)-modules. In this sub-
section we apply the functor D¥ to the category of generalized weight (U, H )-modules.

Lemma 7.3. Assume that f; € U? for a; € Q.

(i) If M is a generalized weight (U, H)-module, then DpM is a generalized weight
(DrU,H)-module.

(i) If N is a generalized weight (DplU,H)-module then f*m € NA+*®) whenever
m € N where xa = 1123 + ... + xpay. In particular, ®%N is a generalized weight
(DU, H)-module.

7.3. Twisted localization in (D, )-mod. Consider now U = D(n + 1) and H =
CltoDo, .-, tnOy]. In this case we set D = Dys,y, D = Dy,y, D = D{y DIt =
Dioy and Dy ; D{ta} for x € C and i # j.
Lemma 7.4. Assume that i € Int(v) and J € P(v).

Ifi € J, then

Df (F5(J)) = F5(J), Dy (FPE(T) = FPE(J\6).
Ifi ¢ J, then

D (F5(J)) = F5(J), DE(FPE(T) = FPa(J U).

Proof. First, we have the relations
Dfo; =0;D;, Dfo; =0,;DF if i # j.
Therefore it is sufficient to prove
D; (F,%) = F®, DI (F®) = FE({i}).
Note that D(n+ 1) = D(n) ® D(1) and
FoE = Ff @ Clti, t; !, logt;]
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where .Fll,ff is the analogue of F¢ for the corresponding D(n). Hence we need to
prove the latter relation only for D(1). Note that in this case we may assume v = 0.
Then F8(()) = C[t,t1,logt] and it has an increasing socle filtration

Clt,t ™, logt]g =0 C C[t,t "', 1logt]; C Clt,t * logt]s C ...,

where

—_

Clt,t ' logt]y = Clt,t '] @ (Y C(logt)’), i > 1

J

I
o

and
Clt,t !, logt]aipr = C[t, t7 1, logt]s; @ C[t](logt)’, i > 0.
Note that C[t,¢™!, logt]; is the maximal subspace on which @ acts locally nilpotently.
Hence
DI (C[t,t 71 logt]) = C[t,t !, logt]/C[t,t !, log t];.

But C[t, ¢!, logt]/C[t,t~!, log t]; has a unique simple submodule isomorphic to S, ({1}).
Hence we have a homomorphism D (F°¢(0)) — F¢({1}). It is injective since
Dy (F5(())) has a unique simple submodule which maps to a non-zero space, and it
is surjective by comparison of the socle filtration of both modules. Thus, we have
Dy (F5(0)) ~ Fr({1}).

The isomorphism D; (F°8) ~ Flo¢ follows from the fact that ¢; is an invertible
operator on F.%8. OJ

Recall that e; € C"™! are defined by (g;); = 0;;. Lemma 7.4 easily implies the
following.

Lemma 7.5. With notations as above
DIF(FRE(T)) = F2e (JUi), DY (FRE()) ~ FEe (I \ ).
Corollary 7.6. Let J = {j1,...,jx} be a nonempty proper subset of {0, ...,n}, and
let {iy,...,i¢} ={0,...,n}\ J. Then for any p,v € C"*,
Vipg —Hiqy,— Vig—Hiyr— Mjq—Vj + Mgy —Vj + lo, ~ 1o,
D, LDyt Dy LD R e o FOE().

11 23 T Ik
Lemma 7.7. The following isomorphisms hold for every M in (D, H)-mod, i # j,
and x,y € C.
(i) Dy DY M ~ D¥* DI M.
(i) D= DY M ~ DI\
(iii) D" D7 M ~ D3 Dy M ~ D¥ ;M.

j
Proof. The isomorphisms can be defined as follows

t - (t5) -m) = t5 - (t7 - m) and OF - (97) - m) v 07 - (97 - m) for (i);

2 (tY-m) =7 moand 0F - (0Y - m) — 7Y - m for (ii);

ti - (0F - m) = (t:;0;) - m for (iii). O



22 DIMITAR GRANTCHAROV AND VERA SERGANOVA

Corollary 7.8. Let u,v € C**! be such that pug + ... + jt, = vo + ... + v,,. For any
proper nonempty subset J of {0, ...,n}, there is a subset S; of {(i,j) |1 ¢ J,j € J}
with the following properties

(i) Sy consists of n elements;

(ii) For every i ¢ J (respectively, j € J), there exists j € J (respectively, i ¢ J)
such that (i,j) € Sy;

(i)

[I D9 Fes ~ Fles().
(i,5)€S8s

for some z(i,j) € C (note that the functors DZ?’]) in the above product commute
due to Lemma 7.7).

Proof. Let J = {j1,...,Jx} and {iy,...,7,} is the complement of J in {0,1,...,n}.
Consider the system

k
Zz(r, s) = v, — i, r=1..10
s=1

¢
Zz(r s) = pj,—vj,s=1,..k

r=1
We can find a solution of the above system such that the set S’ of nonzero z(i, j)
satisfy conditions (i) and (ii) of the corollary. To complete the proof we use the
isomorphism in Corollary 7.6 and the preceding lemma. 0

7.4. Twisted localization in GB. In this case we consider U = U(sl(n + 1)) and
H = S(h). The multiplicative sets will be always of the form F' = (e, |« € '), where
I is a set of k commuting roots and e, is in the a-root space of sl(n+1). For x € CF,
we write Dr and D for Dp and D7, respectively.

Recall that a subset I' of A is a set of commuting rootsif o, f € T' imply [eq, eg] = 0.
The maximal (with respect to inclusion) sets of commuting roots can be parametrized
by the set P_; (cf. Section 6.1) of nonempty proper subsets of {0,1,...,n}. Indeed,
for J = {iy,...,ix} in P_q,

AJ::{gi_5j|7;€J7j¢J}

is a maximal set of commuting roots. Then one can check that the correspondence
J +— Aj is a bijection between P_; and the set of all maximal commuting sets of
roots. In particular, if I' is a set of n linearly independent commuting roots then
there is a unique J C P_; such that I' C A.

The following theorem is proven in [21].

Proposition 7.9. Every simple module in GB (equivalently, in B) is isomorphic to
DL for some simple highest weight module L in GB, a set I' of n commuting roots,
and x € C™.
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8. EQUIVALENCE OF CATEGORIES OF GENERALIZED WEIGHT DF-MODULES AND
GENERALIZED BOUNDED sl(n + 1)-MODULES

8.1. The functor V. Consider the homomorphism ¢ : U(sl(n 4+ 1)) — D(n + 1)
defined by ¢(E;;) = t;0;. The image of ¢ is contained in D¥. Using lift by v
any DP-module becomes sl(n + 1)-module. Since ¥ (U(h)) C H, one has a functor
U : (DF H)—mod — GB. Obviously ¥ is exact.

In all statements below we assume that v € C"*.

Lemma 8.1. Let |v| = a. Then
U(*(DF, H)2—mod) € GBI
Proof. The inclusion
U(*(D",H),—mod) C GB,(
follows immediately from the definition. Since ¢(Z(U(sl(n + 1)))) is contained in
the center of DF and the latter is generated by E, W(M) admit the same central

character for all M € (DF H)* — mod. Furthermore, U(S,e(0)) is a highest weight
module with highest weight asy. Therefore

U(>(D”, H)*—mod) C GBI,

()
U
In the case I' = {a} we will use the following notation: Dy = Dy, , for z € C.
Lemma 8.2. If M is a module in (D¥,H)—mod and x € C, then D . V(M) ~
V(D7 M).
Proof. The map ef__ -m (t;0;)* - m provides the desired isomorphism. 0J

Remark 8.3. Using the above lemma and the fact that the functor ¥ : *(DE H)—mod —
GB is surjective (which follows from Theorem 8.7), we can prove that for T' =

{aq,...,ax}, the localization functor DF on GB depends only on SpancI' and the

weight Z?:r z;oy;.  More precisely, if T = {51,..., B¢} is another set of commut-

ing roots of sl(n + 1) such that SpansI' = Spancl” and if y € C° be such that

Zle Ty = Zle yif3i, then DF¥M ~ DY, M for every M in GB.

Here is a short proof of this statement. Denote I = {i|e; —e; € I, for some j},
and J ={j | e; —¢; € I, for some i} and define I' and J' in a similar way from
I'". Then SpancI' = Spancl” implies that I = I' and J = J'. Let now M = V(N).
Applying multiple times Lemma 7.7 and Lemma 8.2 we obtain that

DEM ~ D¥U(N (H o | P2 > ~ DY, U(N) ~ DY, M,

i€l jeJ

where Y, Tpoun = Y iop %Ei — ZjeJ 2i€ .
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8.2. The generic case.

Lemma 8.4. Suppose a ¢ 7Z, or a = —1,...,—n for n > 2 (a is arbitrary for n = 1).
Any simple S € GB%) is isomorphic to U(S") for some simple S’ € *(DF, H)%¢—mod.

ago)

Proof. By Proposition 7.9, every simple S in GB”%) is isomorphic to D¥L, where
L is a simple highest weight module in GBY*) T is a commuting set of roots and
x € C". As mentioned in the proof of Lemma 8.1, L = U(S,.(0)). Therefore
the annihilators in U(sl(n + 1)) of all simple objects S in GB*® coincide. So,
every such S is annihilated by the kernel of ¥, and thus S = ¥(S’) for some S’ €
b(DF, H)2—mod. O

We use the notation C*[ug, ..., u,] and C<*[uy, ..., u,] for the polynomials of de-
gree k, and of degree strictly less than k, respectively.

Lemma 8.5. Let Int(v) =0, n > 2 or a # —1.
(a) W(T(F,)) is the unique simple submodule of V(T ,(F'°?)).
(b) For any positive k

50" W (L (F %)) o U (L, (F5<F)),
where Floe<k = F, @ C<*lug, ..., uy|.

Proof. (a) Assume that U(T',(F8)) has a simple submodule M distinct from W(T',(F,)).

Every simple module in QBlEZ;O) is a weight module. Let us fix a weight vector

m = f(uo,...,un)téo...tf‘l" in M, where f(ug,...,u,) € Clug,...,u,] and u; = logt;.
Since t;0; —t;0; act as a scalar multiple on m we easily conclude that f(uo,...,u,) =
g(ug + ... + uy,) for some polynomial g. Thus, we have that

Sy(U(Fa(F%))) = W(Lu(F, @ Clul)),

where u = ug + ... + u, and Sy stands for the functor GB(@0) _ Br(@=0) mapping a
module to its submodule consisting of all h-eigenvectors. Now, the statement follows
from Lemma 5.4 of [20].

(b) We apply induction on k. The base case k = 1 follows from part (a). Assume
that the statement holds for all £k < ¢. In the case & = ¢ consider the quotient
N = U(T,(Fe))/soctU(T,(F8)). By the same argument as in (a)

Sy(N) = U(To(F, @ Clug, . . ., un] @ Clu])).
Therefore Sy (V) is isomorphic to the direct sum of (”Zk) copies of (T, (F, ® Clul))
and the socle of Sy(N) coincides with W(I',(F, @ Clug, ..., u,])) by (a). O

Remark 8.6. Let us explain why Lemma 8.5 is false in the case n = 1,a = —1.
Indeed, let v = cgg + (—1 — ¢)e; for some ¢ € C\Z. Let ¢ : ¢+7Z — C be a
function satisfying the condition p(z + 1) — ¢(x) = z_—+11 for all x € ¢+ Z. Then it

is easy to check that the elements t3t; ' * logtot; + ¢(x)t&t; " for x € ¢ + Z span a
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simple submodule of W(I',(F8)). On the other hand, ¥(I'y(F,)) is another simple
submodule in ¥(T,(F8)). Hence W(I',(F°8)) does not have a simple socle.

Theorem 8.7. Assume that a ¢ 7Z or a = —1,...,—n forn > 2 and a # —1 for
n = 1. Then V¥ provides equivalence between ®(D¥,H)* — mod and GB@=0) and

between (D, H)* — mod and GB’ gB“
Moreover, ¥ provides equivalence between 5(DF,H)* — mod and B(%0) —mod, as

well as, between 4(D¥, H)* — mod and B’ o) _ mod.

Proof. We prove the theorem in several steps. First, we prove it for the cuspidal
blocks.

Lemma 8.8. Assume that a ¢ Z or a = —1,...,—n forn > 2 and a # —1 forn = 1.
Let Int(v) = 0.

(a) U(T,(F°8)) is an indecomposable injective in GB.

(b) ¥ provides equivalence between ®(D¥ H)% — mod and GB'“) " and between

)
(DE, H)2 — mod and GB(5"".

Proof. (a) Both categories (D¥,H)® — mod and QBWE(SO) have one up to isomorphism

simple module S = T',(F,) and U(S), respectively. As follows from [22], QBWEZ%
is equivalent to the category of locally nilpotent Clzo, ..., z,]-modules. Let J be
aeo)

the indecomposable injective in QB . The length of soc*(J) is the same as the

length of soc®(W(T',(F°8))). On the other hand, we have an injective homomorphism
j : U(T,(Fee)) — J induced by the embedding W(S) — J. Since the terms of the
socle filtration of J and (T, (F°%)) have the same length, j is an isomorphism.

Part (b) follows from (a). O
Lemma 8.9. Assume that v € C"™! and let J € P(v) be such that J # 0,{0,...,n}
whenever a € Z and v € Z"™. Then the functor Homg(-, U(T,(Fi8(J)))) is exact

on modules in the category G320

Proof. Let us first fix p with Int(u) = Q) and such that pug+...+p, = vo+... +v,. We
use Corollary 7.8 and find a subset Sy of {(i,7) | i ¢ J,j € J} that satisfy (i)-(iii) of
that corollary. In particular,

J,—_-log H Dz] 0,J ]:log
(4.9)€ESs
where z(i, ) are such that S2° | 2(r,s) = vi, — s, Sor_, 2(r,s) = p;, — v;,. The
conditions (i) and (ii) of orollary 7.8 imply that 3¥; := {e; —¢; | (4,5) € Ss} is a set
of n linearly independent commuting roots of sl(n+1). Also, as one can easily show,
the functor I', commutes with the twisted localization functors Df;. Hence

H D 1])‘/~_~10g H D U) ./T"IOg)))ﬁDgJ(\I’(Fa(.FLOg))),

(z] €Sy (4,7)€Sy
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where v — p = Y"1 | w05 and ¥ = {ay, ..., a5, }. The last isomorphism follows from
the identities for z(r, s) and Lemma 8.2. Therefore

U(Ca(F5(1))) = DX, (T (Ta(F%)))-
Then using Lemma 7.1 (iv) and Lemma 7.2 (vi) we have

Homgy (X, D¥ W(T'4(F,%))) ~ Homg(Ds, (X), D3, W(Tu(F,®))) ~

Homg(D¥, (X), U (Ta(F,%)))-

Since D5 (+) is exact, the statement follows from Lemma 8.8(a). O

Now we are ready to complete the proof of Theorem 8.7. Note first that any simple
S e GB”*0) ig isomorphic to V(S for some simple S’ € P(D¥, H)* —mod by Lemma
8.4.

Next, by Lemma 8.9, ¥ maps indecomposable injectives to indecomposable in-
jectives. Hence Theorem 8.7 follows from Theorem 5.1. The statement for weight
modules can be easily obtained by applying the functors Sy and Sj. 0J

8.3. The singular block for s[(2)-modules. Now we consider the case n = 1 and
a = —1. The category of weight modules over s[(2) was also studied in [11]

Proposition 8.10. Let n = 1. The category QBZE:EE; is equivalent to the category
of nilpotent representation of the quiver

with relations affy = fya and 0y = 50, and the category 83(780) is equivalent to
the category of nilpotent representation of the quiver

e __" o
Moreover, the former category is wild, while the latter is tame.

Proof. First, consider the cuspidal block QBWE;)EO). This block has only one (up to
isomorphism) simple object and one indecomposable injective J. As follows from

22], Endgy2)(J) = Cl[20, 21]]. On the other hand, %ng::; has two simple modules
S, and S_ and therefore two indecomposable injectives J; and J_. Note that Sy
are Verma modules with respect to the two opposite Borel subalgebras of s[(2). It is

an easy exercise to check that
(81) EXtéB(S+, S_l’_) - EXtéB(S+7 S_) - EXtéB(S_, S_) - EXtéB(S_, S+) - C

This already implies that the quiver of QBlE:E; is as above.
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To find the relations, we use the fact that J. = D% J where y(gg) — v = £xa(cf.
Lemma 7.2 (v)). Thus, by Lemma 7.2 (vi)

End5[(2)(J:|:> ~ El’lds[(g)(J) ~ C[[Zm Zl]].

By (8.1) we have v € Endg2)(J1) = Cl[[20, 21]]. Therefore after a suitable change
of variables, without loss of generality, we may assume Sy = 2y. Let a = z;. Then
we have the relation afy = fya. We define § and obtain the second relation in the
same way. Clearly, there are no other relations.

To see that the category QB;YE_EO) is wild set § = 0. Then, the corresponding

_50)
quotient algebra is the algebra of the following wild quiver without relations.

3 O

[ J [ ]

To prove the statement for BJE:S)) we first observe that it has the same simple

: (=¢0)
objects as (]BYY(_ES) and
(8.2)  Extz(Sy,S.)=Exty(S_,S5 ) =0, Extg(S,,S )= Extz(S_,S.)=C.
If we denote by J. the injective hulls of Sy in Egg:iﬂ;, then Endg2)(J}) ~ Clz] by
[20] and Lemma 7.2 (vi) as above. In this way we obtain the second quiver with no
relations, that is a well-known tame quiver. |

Appendix: Some useful commutative diagrams

Diagram 1.

Fu‘ ag
(D, H)—mod == (DE, H)*—mod —~ B —mod

@9/
Sy lsﬂr lsh
Fa ag
s(D,H)—mod —= ((D¥, H)*—mod v B od
3,9/

Diagram 2.

b(DE H)*—mod ——> GB**) —mod

o R

P(DE, H)*—mod —— B@0) —mod
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10.

11.

12.

13.

14.

15.

16.

17.
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Diagram 3.

Fa =% A0
(D,H),—mod — (D¥, H)?—mod L, QBWEV)O)—mod
®,0'

x xT DZ*
Di; DF; i si—¢j

Ty “ ] (ago)
<D7 H)H_mOd % (DE7 %)u_mOd g_B?Y/(N)O —mod

where p = v + z(e; — ¢;).
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