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Abstract

We introduce the Schlesinger transformations for the Gambier, linearisable, equation and by combining the

former construct the contiguity relations of the solutions of the latter. We extend the approach to the discrete

domain obtaining thus the Schlesinger transformations and the contiguity relations of the solutions of the

Gambier mapping. In all cases the resulting contiguity relation is a linearisable equation, involving free functions,

and which can be related to the generic Gambier mapping.

PACS numbers: 02.30.Ik, 05.45.Yv

1. Introduction

Contiguity relations play a very important role in integrable systems. They extend to the nonlinear domain the

various relations which exist for the hypergeometric function and its degenerate forms. A contiguity relation (in

the sense we shall use throughout this paper) is a non-differential recursion relation of a function with respect

to a parameter at a fixed value of the independent variable. Moreover, as one would expect from the use of the

term contiguity, these are relations between neighbouring values of the parameter. Typically, for the equations

of the hypergeometric family this is a three-point recursion involving values of the parameter differing by ±1.

We can illustrate this in the case of the Bessel function Zα for which the well-known recursion [1] can be written

as

Zα+1(t) +
2α

t
Zα(t) + Zα−1(t) = 0 (1)

It goes without saying that, if the function has several parameters, the contiguity relations may become more

involved, relating the values of the function along different directions in the parameter space.

In the case of nonlinear integrable systems, provided they depend on some parameter, it is also possible to

establish contiguity relations of the solution. The Painlevé equations are the prototypical example in this case.

Let us illustrate this with the example of Painlevé II:

x′′ = 2x3 + tx+ α (2)

The contiguity relation of its solutions has been known for quite some time. Indeed Jimbo and Miwa [2] have

shown that xα(t) satisfies a nonlinear recursion relation with respect to the parameter α of the form

α+ 1/2

xα+1 + xα
+

α− 1/2

xα + xα−1
= 2x2α + t (3)

The most interesting result is that these contiguity relations of continuous Painlevé equations are Painlevé

equations on their own right: they indeed define a large class of what are called today the discrete Painlevé

equations [3]. This being so, the discrete Painlevé equations do possess contiguity relations themselves. It turned
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out that in most cases the discrete Painlevé equations have the property of self-duality [4]: the contiguity relation

of some discrete Painlevé equations leads back to the same equation. This is in fact true not only for those

discrete Painlevé equations which are obtained from continuous ones but for almost all the others, with two

notable exceptions, the equations which in the Sakai classification [5] are related to the affine Weyl groups

A
(1)
2 ×A

(1)
1 and A

(1)
1 ×A

(1)
1 (although a partial self-duality is possible).

Linearisable equations consitute a substantial part of the integrable family and thus it is natural to wonder

whether their solutions may possess contiguity relations. At first sight this looks impossible since the freedom

in linearisable equations corresponds to the appearance of arbitrary functions of the independent variable and

not to parameters. However an important exception does exist, and in fact it concerns the “master” linearisable

equation among second-order integrable differential equations i.e. the one commonly referred to as the Gambier

equation [6]. In what follows we shall construct the contiguity relations of the Gambier equation and show

that, as expected, they lead to a linearisable discrete equation, in fact a special form of the Gambier mapping

[7]. Moreover since the generic discrete form of the Gambier equation is already known we shall repeat the

construction of the contiguity relation in a fully discrete setting obtaining again an equation belonging to the

same class of linearisable equations, i.e. a Gambier mapping.

2. Constructing the contiguity relations for the Gambier equation

Before proceeding to the case of the Gambier equation let us sketch the derivation of a contiguity relation

[8] in the case of Painlevé equations. The same procedure will be applied mutatis mutandis to the Gambier

case. The incontrovertible ingredient for the derivation of a contiguity relation is a Schlesinger transformation

which allows, starting from a solution x(t, α), where α is a parameter, to construct the solution for x(t, α+ 1),

where the parameter has increased by one unit. Next, one uses some symmetry of the equation which allows

to related x(t, α) to x(t,−α). Combining this to the Schlesinger one can construct the solution for x(t, α− 1).

Let illustrate this in the case of PII. We have

x(t, α+ 1) = −x(t, α)− α+ 1/2

x′(t, α) + x2(t, α) + t/2
(4)

and

x(t,−α) = −x(t, α) (5)

which leads to

x(t, α− 1) = −x(t, α)− α− 1/2

−x′(t, α) + x2(t, α) + t/2
(6)

Eliminating x′ between (4) and (6) gives precisely the contiguity relation (3).

The Gambier equation is a system of two Riccati equations in cascade. It is usually written as

y′ = −y2 + by + c (7a)

x′ = ax2 + nxy + d (7b)

where n is integer. Eliminating y we obtain

x′′ =
n− 1

n

x′2

x
−
(
n− 2

n

d

x
− b− axn+ 2

n

)
x′ − a2

n
x3 − (ab− a′)x2 +

(
nc− 2da

n

)
x− db+ d′ − d2

nx
(8)

Thus a Schlesinger transformation for the Gambier equation will related two solutions of (7) corresponding to

different values of n. In fact, as we have shown in [9] two different such transformations do exist corresponding

to ∆n = 1 and ∆n = 2. Before proceeding to the Schlesingers a remark is in order concerning the equivalent of

(5). It is straightforward to check that the following property holds true

x(−n, a, d) =
1

x(n,−d,−a)
(9)
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i.e. in order to obtain the solution for n we must invert the solution for n but in the same time permute a, d

and change their sign. Given the form of (7) we expect the Schlesinger transformation to be of the form

x̄ =
αxy + βx+ γy + δ

ηxy + θx+ κy + λ
(10)

where x̃ satisfies an equation of the form

x̄′ = āx̄2 + n̄x̄y + d̄ (11)

It is easy to check that we have always αη = 0 and γκ = 0. Moreover the term xy cannot be present

simultaneously with the term y. We are thus left with four possible forms for x̄:

βx+ δ

θx+ κy + λ
,

βx+ δ

ηxy + θx+ λ
,

βx+ γy + δ

θx+ λ
and

αxy + βx+ δ

θx+ λ
,

It is straightforward to check that starting from the expression

x̄ =
β̃x+ δ̃

θ̃x+ κ̃y + λ̃
(12)

one can obtain the remaining three by inverting x or x̄ or both. We have introduced the “tilde” notation in

(12) in order to indicate that the parameters are “half-shifted” with respect to the shift of x. We now pursue

our analysis with expression (12). Two cases can be distinguished here: either β̃ = 0 in which case we can

take δ̃ = 1 by division, or β̃ 6= 0 in which case we can put β̃ = 1. These two case define indeed two different

Schlesinger transformations corresponding to ∆n = 2 and ∆n = 1 respectively.

Let us start with the former. Substituting

x̄ =
1

θ̃x+ κ̃y + λ̃
(13)

into (11) we find that the parameters of (13) must be chosen as

θ̃ = −a
d̄
, κ̃ = −n+ 1

d̄
, λ̃ =

1

2d̄

(
d̄′

d̄
− a′

a

)
(14)

whereupon we find that

n̄ = n+ 2 (15)

and ā, d̄ are given by

n̄
d̄′

d̄
= 2b(n+ 1)− na

′

a
(16)

2d̄ā = 2da+ 2c(n+ 1) +
a′′

a
− 3

2

a′2

a2
− d̄′′

d̄
+

3

2

d̄′2

d̄2
(17)

Having obtained x̄ ≡ xn+2 we must now compute x
¯
≡ xn−2. We start from the expression (13), invert both x

and x̃ and down-shift the parameters in n leading to

x
¯

=
1

θ
˜

(
1

x
− κ

˜
y − λ

˜

)
(18)

We have obviously

n
¯

= n− 2 (19)

while for the parameters of the Schlesinger we find readily

θ
˜

= −
a
¯
d
, κ

˜
= −n− 1

d
, λ

˜
=

1

2d

(
d′

d
−
a
¯
′

a
¯

)
(20)
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where a
¯
, d

¯
are given by

n
¯

a
¯
′

a
¯

= 2b(n− 1)− nd
′

d
(21)

2d
¯
a
¯

= 2da− 2c(n− 1)−
a
¯
′′

a
¯

+
3

2

a
¯
′2

a
¯
2

+
d′′

d
− 3

2

d′2

d2
(22)

Thanks to the above relations all parameters of the two Schlesingers can be expressed in terms of the four

pameters of the Gambier equation. The contiguity relation is now obtained by eliminating y between (13) and

(18). We find formally

xn+2xn−2 + xn+2(fnxn/gn+2 − hn + gn/xn) + fn = 0 (23)

where the f, g, h are functions of the independent variable (which is now n) obtained from the θ, κ, λ:

f =
κ
˜
κ̃θ
˜

, g = −1

θ
˜

, h = λ
˜
g + λ̃f (24)

Given the relation of (23) to (13) and (18) its integration is obvious. Once x and x
¯

are given we use (18) to

compute y whereupon (13) becomes a homographic mapping between x and x̃. A study of the degree growth [10]

of some initial condition of (23) using algebraic entropy technique leads, quite expectedly, to a degree sequence

0,1,2,3,4,5,6,. . . i.e. a linear growth with step 1, in perfect agreement [11] to the fact that (23) is a Gambier

mapping. At this point it is also interesting to perform a small experiment by requiring that the more general

mapping xn+2xn−2 +xn+2(knxn+hn+gn/xn)+fn = 0 have the same degree growth as (13). We obtain readily

the constraint kn = fn/gn+2 which is thus the linearisability condition of (23).

We turn now to the second Schlesinger transformation. We start from

x̄ =
x+ δ̃

θ̃x+ κ̃y + λ̃
(25)

and substituting into (11) we obtain

θ̃ =
aκ̃

n+ 1
, κ̃ = −nδ̃

d̄
, λ̃ =

n

(n− 1)d̄

(
δ̃
d̄′

d̄
− bδ̃ + d

)
(26)

and

n̄ = n+ 1 (27)

The parameters of the equation are given by

(n+ 1)ād̄ = (n+ 2)a(d+ δ̃′) + nδ̃(a′ − ab) + a2δ̃2
n+ 2

n+ 1
(28)

and the relation
d̄′

d̄
=
n− 1

n

δ̃′

δ̃
− d

nδ̃
+

(n− 1)aδ̃

n(n+ 1)
+ b (29)

while we find that δ̃ must be a solution of the Gambier equation

δ̃′′ =
n− 1

n

δ̃′2

δ̃
+

(
n− 2

n

d

δ̃
+ b− aδ̃ n+ 2

n

)
δ̃′ − a2

n
δ̃3 + (ab− a′)δ̃2 +

(
nc− 2da

n

)
δ̃ + db− d′ − d2

nδ̃
(30)

Having obtained x̄ ≡ xn+1 we proceed to compute x
¯
≡ xn−1. As in the ∆n = 2 we start from (25), solve for x

and down-shift the expression, whereupon we find

x
¯

=
−δ

˜
+ x(κ

˜
y + λ

˜
)

1− θ
˜
x

(31)
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By substituting into (11) we obtain

δ
˜

= −
dκ
˜

n− 1
, κ

˜
=
nθ

˜
a
¯

, λ
˜

=
n

(n− 1)a
¯

(
θ
˜

a
¯
′

a
¯

− bθ
˜

+ a

)
(32)

and

n
¯

= n− 1 (33)

The parameters of the down-shifted equation are given by

(n− 1)ād̄ = (n− 2)ad− nθ
˜
(d′ − b)− d2θ

˜

2n− 2

n− 1
(34)

and
a
¯
′

a
¯

=
n+ 1

n

θ
˜

′

θ
˜

+
a

nθ
˜

−
(n+ 1)dθ

˜
n(n− 1)

+ b (35)

Finally θ
˜

must be a solution of the Gambier equation

θ
˜

′′ =
n+ 1

n

θ
˜

′2

θ
˜

−
(
n− 2

n

d

θ
˜

− b− aθ
˜

n+ 2

n

)
θ
˜

′ − d2

n
θ
˜

3 + (db− d′)θ
˜

2 −
(
nc− 2da

n

)
θ
˜

+ ab− a′ − a2

nθ
˜

(36)

By comparing (30) and (36) to (8) we conclude that −δ̃ and 1/θ
˜

satisfy the same Gambier equation as x.

In order to obtain the continguity relation in the ∆n = 1 case we eliminate y between (25) and (31). We find

xn+1xn−1(gn + 1/xn) + xn+1(gn+1fnxn + hn + kn−1/xn) + fn(xn + kn) = 0 (37)

where

f = −
κ
˜
κ̃
, g = −θ

˜
, h = λ

˜
− λ̃f, k = δ̃ (38)

Just as in the ∆n = 2 case equation (37) is linearisable and its integration is obvious using (25) and (31). The

degree growth of some initial condition, confirms the Gambier character of the equation since it leads to the

sequence 0,1,2,3,4,5,6,. . .. Generalising (37) to xn+1xn−1(gn+1/xn)+xn+1(jnxn+hn+ln/xn)+fn(xn+kn) = 0

and requiring that the degree growth be exactly the same as for (37) leads to the constraints jn = fngn+1 and

ln = kn−1 i.e. precisely the form of (37).

A few remarks are in order here before proceeding to the examination of the discrete case. First, in all our

analysis above we had not made any reference to the Painlevé property. Indeed, as is well known [7] requiring

that the Gambier equation possess the Painlevé property puts constraints on the functions a, b, c, d. However

these constraints are not necessary for the derivation of the Schlesinger transformation and thus for the contiguity

relation. The integrable character of the latter does not depend on the singularities of the solution of x in the

complex plane of the continuous variable. Carrying this argument one step further we claim that there is no

need for n to be an integer (a Painlevé property prerequisite). The only requirement for the contiguity relation

is that ∆n be integer. In fact, we could have taken for n an arbitrary function of t and the main conclusions

would have been the same but we preferred to keep n constant in our derivation so as not to overburden the

calculations unnecessarily.

3. Contiguity relations for the Gambier mapping

The discrete version of the Gambier equation has been proposed and studied from the point of view of singularity

confinement in [7] and in [12]. The main idea behind the discretisation is to follow the Gambier construction

setting up the mapping as two (discrete) Riccati equations in cascade. Thus the Gambier mapping can be

presented as a system of two homographic mappings where the solution of the first one enters linearly in the

coefficients of the second one. Given that a full homographic freedom does exist for the variables of both
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mappings one can wonder whether an arrant simplification of one of the mappings would not simplify the task

at hand. This is the attitude we shall adopt in what follows. We shall work with a Gambier mapping of the

form

yn = yn−1 (39a)

xn+1 =
xn(any + bn) + cny + dn
xn(fny + gn) + hny + kn

(39b)

where (39a) means that y is simply a constant and we have assumed a generic form for x (one of the 8 functions

can be set to unity by simple division). In what follows we shall be interested in the singularities of x due to

y. From (39b) we find readily that xn+1 is independent of xn, something we refer to as “loss of the memory of

the initial condition”, whenever

(any + bn)(hny + kn)− (fny + gn)(cny + dn) = 0 (40)

Since (40) is quadratic for y a singularity for x appears when y happens to take the value of one of the two roots

of (40), which we represent formally as φn and ψn. Next we simplify (39b) using the homographic freedom for

x. We finally obtain

xn+1 =
xn(pny + rn) + qn(y − ψn)

xn(y − φn)
(41)

This precise choice of (41) means that if for some n we have φn = y and xn is regular, xn+1 is infinite and the

subsequent xs have a “fixed” value, by which we mean that it is independent of the initial condition. On the

other hand if xn happened to be exactly equal to −qn(φn−ψn)/(pnφn+ rn) (which means that the values of all

previous xs are “fixed”) then for xn+1 we would find an indeterminate form of 0/0 type which would allow to

introduce a degree of freedom akin to an initial condition. Similar conclusion can be drawn for the singularity

at ψn. If for some n we have ψn = y and xn is generic, the subsequent xs are fixed. However if it happens that

xn = 0 then for xn+1 we find an indeterminate form allowing to introduce a degree of freedom.

The two singularity-related quantities φn and ψn need not be related in any way. However, if it happens

that φn = ψn+N and this common value is precisely that of y, then we can have the following singularity

pattern. The variable x enters the first singularity at φn with a generic value. It loses a degree of freedom,

i.e. assumes “fixed” values for the subsequent N steps. If, provided the pn, qn, rn are adequately chosen, it

enters the second singularity with precisely the value 0, it will exit while recovering the lost degree of freedom

and thus the singularity is confined [13]. While the Gambier mapping has been studied in this spirit in [7] and

[12], the singularity confinement approach need not concern us in what follows. Just as in the continuous case

the contiguity relation was derived independently of the Painlevé property, in what follows we shall derive the

Schlesinger transformations and the contiguity relation without any reference to the confinement property of

the singularities of the mapping.

While we shall not require the confinement property, we shall still, for the derivation of the Schlesinger transfor-

mation, work under the asumption φn = ψn+N , which introduces naturally the parameter N . We must stress

here that nothing imposes an integer value for N (and thus no confinement is guaranteed for the mapping).

Let us focus first on the ∆N = 2 case. We assume that x is generic up to some index n, infinite at n + 1 and

becomes fixed from n+ 2 onwards. At the other end, for some other solution, we assume that x is fixed up to

n + N where it assumes the value 0 and then becomes generic from n + N + 1 onwards. For the x obtained

through the Schlesinger transformation, denoted by x̄, we require that it be generic up to n− 1, become infinte

at n and be fixed from n + 1 onwards. At the other end, we assume that x̄ is fixed up to n + N + 1 where it

assumes the value 0 and becomes generic from n+N + 2 onwards.

We have thus two singularities situated at a certain distance, which increases by 2 as a consequence of the

Schlesinger transformation. Assuming that x becomes infinite at n + 1 and requiring that x̄ become infinite

already at n can be guaranteed if the quantity (y − φn) appears in the denominator of x̄. At the other end, if
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we assume that x exits the singularity by being 0 at n + N (and thus assuming an indeterminate form 0/0 at

n+N + 1) then x̄ must become 0 at n+N + 1 and indeterminate at n+N + 2. This means that the numerator

of x̄ must contain the factor (y−ψn−1). Putting this together and requiring a x̄ homographic in x we arrive at

the ansatz

x̄n =
y − ψn−1
y − φn

α̃nxn + β̃n

γ̃nxn + δ̃n
(42)

and require that x̄ satisfy the equation

x̄n+1 =
x̄n(p̄ny + r̄n) + q̄n(y − ψn−1)

x̄n(y − φn+1)
(43)

where we have used the fact that φ̄ ≡ φn+1 and ψ̄ ≡ ψn−1.

A straightforward argument allows us to calculate the parameters of (42). Let us assume that ψn = y and that

we have a solution where x is generic up to n. In this case, at n + 1 it will become fixed and takes the value

xn+1 = (pnψn+rn)/(ψn−φn). However, from the basic assumption of the Schlesinger, x̄ must be generic at n+1

an assumption on the surface incompatible with the form of (42), where the numerator vanishes. However this is

not the problem. The requirement that x̄ be generic at n+ 1 means simply that the denominator of x̄ must also

vanish, so as to lead to a indeterminate form 0/0, i.e. γ̃n+1xn+1+ δ̃n+1 = 0 for the value xn+1 we just computed.

Without loss of generality we can choose γ̃n = φn−1−ψn−1, δ̃n = pn−1φn−1 + rn−1. Similarly let us asume that

xn+1 is generic while φn = y. Clearly in this case we must have xn(pnφn + rn) + qn(φn − ψn) = 0. But for the

existence of the Schlesinger we must have a generic x̄n and for this the only possibility is that α̃nxn+ β̃n = 0 for

the xn just obtained. Thus we have α̃n = pnφn+rn, β̃n = qn(φn−ψn) up to an arbitrary global factor, which, in

order to eliminate denominators we have chosen equal to (pn−2ψn−2+rn−2)(pn−1φn−1+rn−1)−qn−1ωn−2ωn−1.

The parameters of (43) are now easily obtained. We find,

p̄n = pn(pn−1ψn−1 + rn−1)(pn+1φn+1 + rn+1) + qn+1(pn−1ψn−1 + rn−1)ωn+1 − qn(pn+1φn+1 + rn+1)ωn−1

r̄n = rn(pn−1ψn−1 + rn−1)(pn+1φn+1 + rn+1)− φnqn+1(pn−1ψn−1 + rn−1)ωn+1 + ψnqn(pn+1φn+1 + rn+1)ωn−1

(44)

q̄n = qn

(
(pn−2ψn−2+rn−2)(pn−1φn−1+rn−1)−qn−1ωn−2ωn−1

)(
(pnψn+rn)(pn+1φn+1+rn+1)−qn+1ωnωn+1

)
where we have put ωn = φn − ψn.

At this point it is interesting to show that the evolution along the “bar” direction is dual to that along the

n direction and thus the Gambier mapping is self-dual in this sense. Indeed, starting from equation (42) we

introduce a new variable by Xn = xn + δ̃n/γ̃n and find an equation of the form

X̄ =
X(Py +R) +Q(y −Ψ)

X(y − Φ)
(45)

where Φ ≡ φn, Ψ ≡ ψn−1 and P,Q,R are given in terms of the basic parameters, i.e. an equation of the form

(41). Similarly, if we introduce the same translated variable into (42) and use the expressions of γ and δ we

find for the Schlesinger

Xn+1 =
y −Ψ

¯
y − Φ

AXn +B

ΓXn + ∆
(46)

where the A,B,Γ,∆ are expressed in terms of the p, q, r, φ, ψ, i.e. an equation of the same form as (41). Notice

that Ψ
¯

at the numerator of (46) is just ψn.

Having seen that the quantities α, β, γ, δ can be expressed in terms of those of the Gambier mapping we can now

obtain, formally, the contiguity relation by writing (32) and the equivalent relation in the down-bar direction

and eliminating y. We find thus

x̄(γ̃x+ δ̃)
(
x(φn−1 − φn)(γ

˜
x
¯

+ δ
˜
) + ω(α

˜
x
¯

+ β
˜

)
)

= (α̃x+ β̃)
(
xωn−1(γ

˜
x
¯

+ δ
˜
) + (ψn−1 − ψn)(α

˜
x
¯

+ β
˜

)
)

(47)
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which is precisely a Gambier mapping. In fact the most general Gambier mapping, obtained by equation (39)

would have contained 7 arbitrary functions up to a homographic transformation of x, which would have reduced

the number of functions to just four. Equation (47) is expressed in terms of p, q, r, φ, ψ up to a gauge in x which

would have reduced the number of arbitrary functions to four. Thus we may conclude that (47) is a generic

Gambier mapping.

We turn now to the ∆N = 1 case. The general idea is the same as that of the case ∆N = 2 we examined

above. We assume again that x is generic up to some index n, infinite at n + 1 and becomes fixed from n + 2

onwards. Similarly for the x obtained through the Schlesinger transformation, denoted by x̄, we require that it

be generic up to n− 1, become infinte at n and be fixed from n+ 1 onwards. Thus we conclude that (y − φn)

must appear in the denominator of x̄. We can thus introduce the ansatz

x̄n =
1

y − φn
α̃nxn + β̃n

xn + δ̃n
+ λ̃n (48)

where the introduction of λ will become clear in the following paragraph. If now we assume that xn+1 is generic

while φn = y, then xn must be chosen such as xn(pnφn + rn) + qn(φn − ψn) = 0. Since for the existence of

the Schlesinger we must have a generic x̄n, the only possibility is that α̃nxn + β̃n = 0 for the xn just obtained.

Thus we have α̃n = (pnφn + rn)fn−1 and β̃n = qn(φn − ψn)fn−1 where f is an arbitrary global factor and the

shift in the index is more convenient for the subsequent calculations.

We turn now to the other end, where ψn+N = y. At this end we assume that if a singularity exists for x, the

same singularity will exist at the same point for x̄. Thus we ensure that ∆N = 1. When the singularity consists

in xn+N being generic and xn+N+1 fixed the requirement that x̄ behaves in the same way is automatically

satisfied. So let us now consider the singulatiry where xn+N becomes 0 and at the next step it recovers a degree

of freedom through an indeterminate form 0/0. Requiring that x̄ become 0 at the same point leads to the

constraint

λ̃n =
β̃n

δ̃n(φn − ψn)
(49)

Had we not introduced λ it would have been impossible to ensure the vanishing of x̄. Using the expression of

β̃ we can obtain simply λ̃n = −qnfn−1/δ̃n.

Next we require that x̄ satisfy the equation

x̄n+1 =
x̄n(p̄ny + r̄n) + q̄n(y − ψn)

x̄n(y − φn+1)
(50)

where here we have used the fact that φ̄ ≡ φn+1 but ψ̄ ≡ ψn. This allows us to compute the quantities f , p̄, q̄

and r̄. We find

fn = δ̃n(pnφn + rn) + qn(ψn − φn) (51)

p̄n = −δ̃nfn+1 +
qn+1fn

δ̃n+1

(52)

q̄n = qnfn+1fn−1 (53)

r̄n =
1

δ̃n+1

(
δ̃nfn+1(δ̃n+1ψn + pnψn + rn)− qn+1ψn+1fn

)
(54)

The interesting feature of the ∆N = 1 case (compared to the ∆N = 2 one) is that here the parameter δ̃ that

appears in the Schlesinger does satisfy a homographic equation

δ̃n+1δ̃n + pnδ̃n − qn = 0 (55)

involving the parameters of the equation for x. It goes without saying that since the two singularities are not

treated in the same way the Gambier mapping cannot be self-dual with respect to the transformations induced

by the ∆N = 1 Schlesinger.
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Again the quantities α, β, δ can be expressed in terms of those of the Gambier mapping. Thus the contiguity

relation can be obtained formally by writing (48) and the equivalent relation in the down-bar direction and

eliminating y. We find thus
(x̄− λ̃)(x+ δ̃)

α̃x+ β̃
−

(x− λ
˜

)(x
¯

+ δ
˜
)

α
˜
x
¯

+ β
˜

= φn − φn−1 (56)

again a generic Gambier mapping.

4. Conclusions

In this paper we have addressed the question of the existence of contiguity relations for linearisable equations.

At first sight a difficulty does exist since for the contiguity relations one needs solutions obtained for values

of some parameter differing by an integer value, and it is not clear where a parameter can be inserted given

that the linearisable equations contain free functions of the independent variable. In the case of the continuous

Gambier equation the dilemma is solved by the fact that this equation is traditionally written in a form con-

taining an explicitly integer parameter. Working with this form we have been able to introduce the Schlesinger

transformations. This interesting feature of the Gambier equation is that two different Schlesingers are possible

corresponding to steps of the integer parameter ∆n = 1 and 2. In both case we were able to derive the contiguity

relation in an explicit form.

The discrete Gambier equation presented another challenge since in this case no integer parameter is present.

The way to solve this problem was to consider the singularity structure of the system. Typically a Gambier map-

ping has two singularities situated at arbitrary values of the independent variable. The essence of a Schlesinger

transformation is the introduction of a new variable that would have singularities at points differing by an

integer number of steps from the ones of the initial variable. Again, just as in the continuous case, we found

that there exist two possibilities corresponding to ∆N = 1 and 2. The contiguity relation in both cases is a

Gambier mapping. Moreover in the ∆N = 2 case we have shown that the system is self-dual, i.e. the evolution

along the independent variable is governed by an equation of the same form when one considers the evolution

induced by the Schlesinger transformation along the virtual parameter N .

As we have explained in the end of section 2 the parameter n appearing in the Gambier equation does not have

to be integer and in fact need not even be a constant. This is an indication that one may be able to introduce

parameters in linearisable equations which, if properly chosen, would make possible to lead to Schlesinger-like

transformations and thus ultimately to contiguity relations.
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