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ABSTRACT. Involutive distributions of evolutionary vector fields that belong to images
of matrix operators in total derivatives are considered and some classifications of the
operators are obtained. The weak compatibility of these operators is an analog of the
Poisson pencils for the Hamiltonian structures, while the commutation closure of sums
of the images for N-tuples of the operators, which is the strong compatibility, suggests
a generalization of the affine geometry such that a flat connection is determined by
bi-differential operators. We assign a class of matrix operators whose images are
closed w.r.t. the commutation and the Koszul brackets induced in their pre-images
to integrable KdV-type hierarchies of symmetry flows on hyperbolic Euler-Lagrange
Liouville-type systems (e.g., the 2D Toda lattices associated with semi-simple Lie
algebras).

Introduction. Relations between completely integrable Hamiltonian systems of PDE
and Lie algebras are well acknowledged in mathematical physics, see [6, 7, 12, 28, 30]
and references therein. The Hamiltonian structures for evolution equations are inherited
from the algebras, while the bi-Hamiltonianity w.r.t. a Poisson pencil A; 5 and trivial-
ity of the first Poisson cohomology [10] w.r.t. A; mean the complete itegrability [25].
Reciprocally, the higher Hamiltonian operators for KdV-type equations [7] determine
the WW-algebra structures on the Fourier decompositions of the evolving fields (e.g., the
Virasoro algebra for KdV itself, W3 for the Boussinesq equation, wq, .+ for KP, etc.).

In this paper we consider a new algebraic construction in geometry of integrable
systems: the class of matrix operators in total derivatives whose images in the spaces of
evolutionary vector fields are closed with respect to the commutation, that is, determine
involutive distributions in the infinite-dimensional Lie algebras of evolutionary fields on
jet spaces. These differential operators, which we call Frobenius, induce the Koszul
brackets in their pre-images; the bracket is trivial in the ODE case and has been known
explicitly only for the Hamiltonian operators.
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The Frobenius operators extend the notion of the Poisson structures for Hamiltonian
evolutionary PDE. There extensions were suggested in [34] and were studied in [31] in a
scalar, scaling-invariant case using Gelfand’s approach [9]. Multi-component analogs of
known Frobenius operators related to KdV-type and Toda systems were obtained in [16].
Independently, examples of the operators in total derivatives that factor symmetries of
the Liouville-type systems and whose images are closed w.r.t. the commutation were
constructed in [4, 33].

We say that the Frobenius operators are weakly compatible if their arbitrary linear
combinations retain the same property. The operators Ay, ..., Ay are strongly com-
patible if the commutators of any evolutionary fields 94, .y in their images belong to
the sum of these images:

[Ai(p), Aj(0)] = D) (A(0)) — D) (A5(0)
= A4;(940)(9) = Ai(Da,0(P) + Z;VZI A(T5(p, 0)- (L.1)

The analogs Ffj of the Christoffel symbols in pre-images of Ay, ..., Ay are bi-differential
operators of Z-graded arguments. The standard symmetric affine connections appear
as the zero order terms in the geometry described by Frobenius operators on super-
manifolds and the completely integrable hierarchies are the geodesics in it. The arising
new connection is flat owing to the Jacobi identity for the vector fields.

The Frobenius recursion operators are the automorphisms of evolutionary vector
fields specified by differential operators whose images are involutive distributions. The
associative composition of strongly compatible Frobenius recursions and the commu-
tator expansions (I.1) for fields in their images suggest higher-order finite-dimensional
generalizations with bi-differential structureal constants for the Lie groups and alge-
bras. In this paper we give examples of the Frobenius recursions that are factored using
non-Hamiltonian Frobenius operators.

The paper is organized as follows. In sec. 1 we summarize important properties of
the Hamiltonian operators, which are substantially used in the sequel. Then, in sec. 2
we define the Frobenius operators, describe the properties of the Koszul brackets in
their pre-images, and interpret these structures as the Lie algebroids over the infinite jet
spaces. In sec. 3 we propose the definitions of weakly and strongly compatible Frobenius
operators; the former is an analog of the Poisson pencils and the latter is based on the
collective commutation closure of the images. In sec. 4 we recall the construction of a
natural bracket of conservation laws for PDE that yields another, non-Koszul bracket
in pre-images of the Frobenius operators; the dispersionless 3-component Boussinesq
system and its recently discovered properties provide an illustration. Further, we derive
a one-parametric family of Frobenius operators from the symmetry structure of the
extended Liouville equation (see [17]), which is obtained using the Gardner deformation
of the KdV equation.

Our main result is contained in sec. 5 where we assign the infinite class of matrix
Frobenius operators and the corresponding Koszul brackets in their pre-images to the
Liouville-type Euler—Lagrange systems; to this end, we describe the generators of higher
symmetry algebras for these Darboux-integrable nonlinear equations (in particular, for
the 2D Toda lattice associated with the root systems of semi-simple Lie algebras [7,
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24, 32]). We demonstrate that the Frobenius operators determine the factorizations of
higher Hamiltonian structures in the hierarchies whose Magri’s schemes are correlated.

In auxiliary appendix A we recall the parallel between ordinary and partial differential
Hamiltonian equations, fix the notation used throughout the text, and formulate the
proofs of main lemmas. In appendix B we describe a method for reconstructing the
Koszul brackets in the inverse images of the Frobenius operator.

1. BASIC PROPERTIES OF THE HAMILTONIAN OPERATORS FOR PDE

Let us first recall necessary definitions and introduce some notation [6, 8, 14, 23|. To
facilitate the exposition, in appendix A we summarize the notation and its analogy with
the structures for Hamiltonian ordinary differential equations. The proofs of Lemma 2,
Proposition 5, and Theorem 7 are recalled there, too; a reformulation of Lemma 4 is
proved on p 19.

Let w: E™™™ — M™ be a vector bundle over an n-dimensional manifold M, J*°(7) be
the infinite jets over this bundle, g(7) C DY(J°°(7)) be the Lie algebra of evolutionary
derivations 9, assigned to the sections ¢ € () that belong to the C'*°(.J>°(7))-module
s(m) = D(n%, (7)), and let 3(m) = Homes(ar) (52, A"(7)) be the dual of » taking values
in the horizontal forms of senior degree. By definition, put flu] = f(u,u,,...,u,), here
u denotes the components of a vector *(u!, ..., u™) and |o] < oo.

Consider the space H"(w) = A"(7)/{imd,} of functionals H = | H[u]dz such that
the elements of the space are equivalent if they differ by the exact terms dpn, d, =
> da'® D, being the horizontal differential. Let E denote the variational derivative
with respect to u; we recall that the variational derivative E is determined by the
restriction of the Cartan differential d¢ = d — dj, onto the senior cohomology H"(r).

Lemma 1 ([23]). Let € = {F = u; — f = 0} be an evolutionary system. For any
conservation law n = pdx 4 --- such that dy(n) = V(F), its generating section 1) =
V*(1) is the ‘gradient’ ) = E,(p) of the conserved density p.

Lemma 2 (]23]). The relation

holds for any ¢ € s(7) and p € A"(7).

The standard concept of Hamiltonian dynamics for PDE (see [6, 14, 23]) is based on
the notion of the Poisson structure {Hy, Ha}a = (E(H1), A(E(H2))) of two Hamilto-
nians H; 2, which is induced by a skew-adjoint Hamiltonian operator A such that the
bracket {, } 4 satisfies the Jacobi identity. The Lie algebra of Hamiltonian evolutionary
vector fields D 4g(n)) € g() is correlated by A with the Lie algebra of Hamiltonians H.

Proposition 3 ([6, §27]). The Euler derivative E and the Hamiltonian operators A
determine the Lie algebra morphisms

Da()
—

(B (7),{, }a) = (Q'(x),[, ]a) (g(m), [, ])
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such that A([11,¢s]a) = [Aty, Ahs] for ¢y, 1y € QY m) and' [E(H,), E<H2)}A =
E({Hl, Ho} A) for any Hy, Hy € H"(7). The correlation between the Koszul-Dorfman—
Daletsky bracket [, |4, the Poisson bracket {, }4, and the commutator [, | of the evo-
lutionary fields 9 4.y is such that

[1h1, Vo) a = D agw) (V2) — Dagy) (1) + {to1, Yo}t a = E((¥1, A(1h2))), (1)

where A({v1,Ya}}a) = (Day, (A)) (1h2) — (Day,(A)) (1)
For A Hamiltonian, both ker A and im A are ideals in Q'(7) and g(7) w.r.t. [, ]4 and
[, ], respectively.

Lemma 4 ([23, §7.8]). Consider an operator J € CDiff(;)(Q'(r), P) which is skew-
symmetric w.r.t. its [ arguments that belong to QY(m) and which takes values in a
C>°(J>°())-module P. If for all Hy, ..., H; € H"(x) one has J(E(H1),...,E(H;)) =0,
then A = 0.

Thus the following reformulation of the Jacobi identity J(11,19,13) = 0 can be
verified for elements v; € im E only.

Proposition 5 (A criterion of the Hamiltonianity, [23]). By definition, put €4 4(p) :=
(94(A))(¥). A skew-adjoint operator A € CDiff(Q2'(r), >¢(m)) in total derivatives is
Hamiltonian if and only if the relation

Cay (AW2)) = Lags (A(¥1)) = A(Ch y, (¥1)) (2)
holds for all ¢y, ¥y € 3(m). Note that the r.h.s. of the above formula is skew-symmetric
w.r.t. 11, 19 and equals —A({{wl,wg}}A), see (1).

Proposition 5 provides the formula {{t)1,¢2}} 4 = £}, (12) valid for any Hamiltonian
operator A. Another way, see (17b), of calculating the Koszul bracket [, |4 is based
on the relation {H1,Ha}la = —Da®m,))(Hz) for the Poisson bracket and further use
of Lemma 2. This allows to define a new bracket [, J4 on Q!(7), which coincides with
the Koszul bracket in the Hamiltonian case, see section 4.

Lemma 6 ([23]). The Hamiltonian operators A take the generating sections (the ‘gra-
dients’ E(p) of conserved densities p) ¢ € Q'(€) of conservation laws n = pdx + - -+ for
E ={u, = A(E(H))} to symmetries 9, € g(&) of these systems, that is, D 4y QH(E) —
g(&)-

For any R-algebra® g, let A € Homg(A"g,g) and V € Homg(A'g,g). Denote by

A[V] € Homg(A"" ' g,g) the action A[]: Homg(A" g,9) — Homg(A" ' g,g) of
A on V, which is given by the formula

AlV)(ar, . appim) = Y (=1 AV (o) - - Go): Go(i+1); - - - Galrion);

1
0E€Sk 411

where a; € g and S¥ C S, denotes the unshuffles, which are the permutations such
that o(1) < 0(2) < ... < o(k) and o(k +1) < ... < g(m) for all ¢ € S%; note that

m)

Hence the image of the Euler operator E is closed with respect to the commutation.

>The real axis R is the field we operate with; the definition of the Schouten bracket is valid over
any field k such that chark # 2.
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o(i) is the index of the object placed onto the ith position under the permutation,
unlike in [13]. The Schouten bracket [A, V] € Homp (A" ' g,g) of A and V is [6, 18]

[A, V] = A[V] = (1) VEUT[ALL

Thus the commutator [X,Y] = [X,Y] of two evolutionary vector fields X,Y € g(n)
is skew-symmetric and the bracket [A;, As] of two bi-vectors is symmetric w.r.t. the
arguments.

The Hamiltonian operators A are naturally regarded as the variational Poisson bi-
vectors [6, 14] with the vanishing Schouten brackets [A, A] = 0 such that the Pois-
son bracket {Hy, Ha}ta = [[A, Ha], H1] is a derived bracket in the sense of [21]. The
Schouten bracket itself satisfies the super-Jacobi identity

[[A1, o], As] + [[A2, As], Ax] + [[As, A, As] = 0. (3)

Hence the original Jacobi identity [A, A](11,12,13) = 0 for the arguments of A im-
plies that 94 = [A, -] is a differential, giving rise to the Poisson cohomology H% ().
Obviously, the Casimirs ¢ € H"(r) such that [A, c¢] = 0 for a Hamiltonian operator A
constitute HY ().

Two Hamiltonian operators are compatible if their linear combinations A1 A; + A2 A
are Hamiltonian; the compatibility condition for the Poisson bi-vectors is [A;, As] = 0.

Theorem 7 (The Magri scheme [6, 25]). Suppose [A1,As] = 0, Ho € HY () is a
Casimir of Ay, and H) (7) = 0. Then for any k > 0 there is the Hamiltonian Hy, €
H"™(7) such that

[As, Hi—1] = [A1, Ha]. (4)

Put oy, = Ay (E(Hk)) The Hamiltonians H;, © > 0, Poisson commute w.r.t. either Ay
or Ag, the densities of H; are conserved on any equation u,, = ¢, and the evolutionary
derivations D, pairwise commute.

We emphasize that Theorem 7 holds for the Hamiltonians which belong to the linear
subspace of H"(7) spanned by the descendants of the Casimirs Hy € HY(r).

The correlated Magri schemes for coupled hierarchies are further considered in sec-
tion 5, see diagram (30).

2. FROBENIUS OPERATORS

By Proposition 3, the Poisson bracket {, }4 in the Lie algebra of Hamiltonians is
correlated with the commutator [, | in the Lie algebra of the vector fields D 4(.); the
skew-adjoint operator A in the Poisson bracket (E(H;), A(E(H2))) coincides with the
operator A that defines a subalgebra of evolutionary fields 9 4g)). Thus we have

[Da®E): DA®R)] = DAE{H Ha}A)-

In this section we reverse the status of the two Lie algebra structures [, | ’im qand {, ba,
giving the priority to the commutators of vector fields and thus considering involutive
distributions of evolutionary vector fields 9, € g(m) whose generators ¢ = A(-) € ()
belong to images of matrix operators A in total derivatives.
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Definition 1. A matrix operator A in total derivatives is Frobenius if its image in the
module T'(7% (7)) of generators of evolutionary vector fields is closed w.r.t. the com-
mutation: [im A,im A] C im A. The commutator [, ]|, , induces the skew-symmetric
Koszul bracket [, |4 in the inverse image of A:

[A(tr), A(v2)] = A([thr, 2] a). (5a)

The Koszul bracket
(Y01, hala = D ag) (2) — D) (W1) + {01, Y2 tta (5b)

contains the two standard summands and the bracket {{, }}4 that generally does
not satisfy the Jacobi identity. The bracket [, |4 is R-bilinear, skew-symmetric, and
transfers the Jacobi identity from the Lie algebra g(m) of evolutionary vector fields
onto Q*(7). Thus [, |4 and hence {{, }}4 are defined up to the kernel® ker A, which is
an ideal in Q!(7). The image im A of a Frobenius operator may not be an ideal in the
space of evolutionary derivations although it is always a Lie subalgebra.

Thus the Frobenius operators A specify involutive distributions of vertical symmetries
D4y € DY(J>®(7)) of the horizontal Cartan distribution C = (0/0z") C D(J*(n)),
which is Frobenius itself.

Remark 1 (The Lie algebroids). A comment on the above definition is in order. Using
one of equivalent definitions (see [21] and references therein), we recall that the Lie
algebroid over a manifold M is a vector bundle €2 — M whose sections ') are equipped
with a Lie algebra structure [, |4 and the morphism A: Q — TM, called the anchor,
such that the Leibnitz rule

(1, feto)a = f- [, 0a)a+ (A[Wn)f) - o (6)
holds for any v,1s € I'Q and f € C*(M). The anchor A maps the bracket [, |4
between the sections of € to the natural Lie bracket [, | on the tangent bundle. The

Lie algebroids are conveniently described by the homological vector fields [1, 21}, and
this construction is further applied [2] to analysis of the QP-manifolds.

The Frobenius operators A: Q!(r) — »(7) define the morphisms D 4¢): ([, Ja) —
(g,[,]) of the Lie algebras but the Leibnitz rule (6) is lost for either f € C>°(M™)
or f € C®(J>®(r)). However, this is a typical situation even in the Hamiltonian case
when the Poisson bracket {f - Hj, Ha}a is no longer a derivation w.r.t. f (the first
structure for KdV is a counterexample). We further note that the evolutionary fields
are m-vertical and thus are projected to zero under 7o .: D(J>(7)) — T'M.

Hence we conclude that the Frobenius operators do specify the Lie algebroid struc-
tures over J(m) such that m: E"™™ — M (not just the algebroids over M) in view
that the loss of the derivation (6) is unavoidable.

Example 2.1. The most natural example of the Lie algebroids is given by an automor-
phism of the tangent bundle to a manifold. Let £ C J*°(m) be a differential equation;
consider the Lie algebra sym &£ of its symmetries and set {2 :=sym€&.

3In what follows, equation (7) specifies the case when the Jacobiator J(v1, 12, 13) for [, |4 vanishes
identically, not being a nontrivial element of ker A as in [29].
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Then the recursions R € Rec & whose images are closed under the commutation are
Frobenius. The Lie algebra structure [, |z transferred to the pre-image of R by

[Reo1, Rps] = R([¢1, 2] r) (5a’)

is generally different from the original commutators [, | of evolutionary vector fields in
the pre-image.? Any recursion R = Ay o A;! factored by two Hamiltonian operators is
frobenius but the bracket [, g in its pre-image is generally nonlocal; the bracket {{, }}r
is then reconstructed from {{, }} 4, using the chain rule (see Proposition 8 below).
Another example of the Frobenius recursion that is not factored by the Hamiltonian
operators is given in section 4, see (20).

The Frobenius recursions with the vanishing Nijenhuis torsion generate commutative
Lie algebras of (higher) flows using a seed symmetry ¢, if the gg-invariance D, (R) = 0
is valid. In this case, the brackets [, |z in the pre-images of R vanish.

Remark 2. The elements ¢ = > | ¢'deu’ of the space Q' (1) = Homese(agm) (5¢(), A" (7))
are Z-graded objects as any differential forms are. Hence if 7 is a super-bundle with
Grassmann-valued sections, then the theory is bi-graded [22]; the Z- and Zs-gradings
are different and must be never mixed.® Indeed, for any dependent variables v’ and 1/
with parities |u'|z, and |u’|z,, we have |d¢|z = 1 and thus

deu’ dew? = —(=1)1" 2 n dou? deu’.
This implies that the Frobenius operators A are endowed with the proper grading
|Alz = —1 as Da¢): QY(m) — g(m) produces 0-forms; the Z,-grading of A can be

arbitrary.

Remark 3. In what follows, we confine ourselves to the local setting and thus consider

Frobenius matrix-valued differential operators polynomial in total derivatives. Also, we

consider the commutative case when the dependent variables in the jet bundle 7 are

not Zs-graded and thus are permutable. However, the search for nonlocal Frobenius

(super-)operators can be performed using standard techniques, see Remark 12 on p. 27.
Next, we say that a matrix operator A in total derivatives is nondegenerate if

(ker A, = {0}, A=> A,-D,. (7)

From now on, we consider nondegenerate Frobenius operators. The coordinate-free
definition of the nondegeneracy is that the linear operators A have trivial kernels on
the ¢*-coverings over the jet bundle, see [14] for this construction.

Example 2.2. The scalar operator A = u, + %Dm is Frobenius such that the bracket
induced in its inverse image is {{p,q}}a = p.q — pg.. This operator factors higher

4The Frobenius recursion operators seem to provide a relevant extension of the R-matrix formalism
to higher order differential operators; the parallel is as follows. Let g be a Lie algebra with the Lie
bracket [, |. The classical R-matrix [3, 13] is a linear map R: g — g that endows g/ker R with the
second Lie product [, |g; for any a,b € g one sets [a,b]gr = [Ra,b] + [a, Rb]. A sufficient condition for
a zero order differential operator R to be an R-matrix is that R satisfies the Yang—Baxter equation
YB(«): [Ra, Rb] = R([a,b]r) — afa,b], « = 0,1. Now let R be a Frobenius recursion operator; then the
YB(0)-type equation (5a’) is parameterized by the brackets {{, }} g rather than by the constants o € R.

®We owe this remark to Yu.I. Manin (private communication).
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symmetries in the commutative hierarchy of the potential modified KdV equation u; =

—%uzm—i-ui whose hierarchy consists of the Noether symmetries of the A;-Toda equation

Uy = exp(2u), see section 5 and [16] for further details.

Example 2.3. A three-parametric class of scalar first order Frobenius operators A =
a(u,uz) Dy + b(u,u,) and their brackets {{p,q}}a = c(u,u.) - (pg: — p=q) are given
through

a:f}/(u% b:6<u)um+a7(u)7 C:—ﬁ(U), (8)
where a is a constant and the functions (3, v are arbitrary. The proof is by direct
calculation.

Example 2.4 (Hamiltonian operators). Every Hamiltonian operator is Frobenius. In-
deed, the Hamiltonianity criterion in Proposition 5 gives the formula for the bracket
{{, }} 4 in the inverse image of a Hamiltonian operator A,

{1, afa = €4y, (¥2). 9)

In coordinates, for a Hamiltonian operator A = || >._A%*D_|| and 1, ¢y € Q'(7) we
have
i o B aAgﬁ a
ooty = 317 (Do o [0 Do) - ] ) (u9).

This demonstrates that the formalism of Frobenius operators is a true generalization
of the Hamiltonian approach to nonlinear evolutionary PDE. The use of Frobenius
operators can be a helpful intermediate step in the search and classification of the
Hamiltonian structures. An advantage of this approach is that it is easier to solve first
the equation (5) w.r.t. the operators A and filter out the skew-adjoint solutions rather
than to solve the Jacobi identity in the form of (9). Thus, by a criterion contained in
Proposition 5, a skew-adjoint Frobenius operator A is Hamiltonian iff the associated
bracket {{, }} 4 is equal to the r.h.s. of (9). Also, we note that no restriction onto a
differential equation & = {u; = A(E(H))} is a priori required such that A: Q'(&) —
(&) is a pre-Hamiltonian operator in the terminology of [14].

Remark 4. A recent version [10, 26] of the Darboux theorem for (1 + 1)D evolutionary
PDE implies that the Hamiltonian operators A for non-exceptional systems are trans-
formed to const-d/dz. The bracket {{, }} 4 is then zero, which is readily seen from (9).
Hence the actual statement of the Darboux theorem for PDE is that the “cocycle”
{{, }} 4 can be trivialized for those Hamiltonian operators.

Formula (9) does not remain valid for arbitrary Frobenius operators, which are gener-
ally at least non-skew-adjoint. In appendix B we describe a procedure that reconstructs
the bracket {{-,-}} 4 for an operator A whose closure of the image is established by exte-
rior considerations; this happens, in particular, for the operators that factor symmetries
of some ambient differential equations, see section 5.

Example 2.5 (Operators in the KAV weights). Let us fix the weights |u| =2, |D,| =1
that originate from the scaling invariance of the KdV equation u; = —%uzm + 3uu, (we
have |D;| = 3). Using the method of undetermined coefficients, we performed the search

for scalar Frobenius operators that are homogeneous w.r.t. the weights not greater



OPERATOR-VALUED INVOLUTIVE DISTRIBUTIONS OF EVOLUTIONARY DERIVATIONS 9

than 7. We obtained the Poisson pencil AYYY = D, and A5 = —1D2 + 2u D, + u,,
the generalizations D?"™! of D,, and the Hamiltonian operator

Ulgpe + SUUL, Dy + Uty Di + u? Di.
Also, there are four non-skew-adjoint Frobenius operators
AiG) =u® —u?, Ag6) = 2u? — wyy — 2uu, Dy 4+ u® D2,
{p. a0 =200 - (pgx = p2q), P, 4B} a0 = =200 - (P40 — P2@) + U (PGas = Paad);
A = Dy — 2uttgy Dy — duu, D} — 40 DY, {{p.al} yo0 =0 (pas — pad);

7
A( ) = _2u:pumc ui D:L"a {{p7 Q}}Aéﬂ - Sumz : (sz - pr) + 2ux : (pqyc:r - psz)

Finally, we found the operators that contain arbitrary functions: f(u)D™ and f(u)u?
with the vanishing brackets and also

Az = f(u)ug, {p. P as = () (pag — P42 );
A4 = f(u) ('LL Dx - ux)a {{pa Q}}A4 = f<u> (pr - pzq) (10)
Formula (9) is not valid for any of these non-skew-adjoint operators.

Suppose a Frobenius operator is divisible by another operator; then their associated
brackets are correlated; this property is valid in the Hamiltonian case although is not
well known.

Proposition 8 (The chain rule, c.f. [31]). Suppose that the Frobenius operator A is
nondegenerate, see (7), and the image of A’ = A o [0 is closed w.r.t. the commutation.
Then the brackets {{, }} , and {{, }} , are related by the formula

O({{&1, &1 aon) = Dacian () (€2) — Dacien (D) (&) + {0(&), OE) B}, (11)
for any &; and &;.

This assertion provides a considerable simplification of the search for new Frobenius
operators using known ones and allows to reconstruct the Koszul bracket in the inverse
images of the Frobenius recursions factored by the Frobenius operators A: Q!(7) —
»(m). A weaker version of Proposition 8 was formulated in [31].

Proof. Suppose &;,& € QY(m) and ¢; = (&), ¢; = A1) for i = 1,2. We have
(o1, 2] = (A0 D) (D (&2) — Byu (&1) + {{&1, &1 ) - (12a)
On the other hand, we recall that ¢; = J(§;) and deduce

o1, 02] = A(Dg, (¥2) = Dy (V1) + {1, Y2} a)
(

= (A0 0) (9, (&) = Dy (1)) + A(Dpy (O)(&2) — B, (D) (&1) + {11, Y21} a).-
(12b)

Now substract (12a) from (12b) and, in view of the nondegeneracy (7), cancel by the
operator A, whence the assertion follows. O
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Example 2.6. Historically, the class of scalar Frobenius operators first regarded in
view of Definition 1 was studied in [34]. In [31], Gelfand’s symbolic method [9] was
applied and it was argued that the class is infinite and contains the Frobenius operators

A(l) D,; A§2) =D, o (D, + u); Af”) = Agz) o (D, + u);
AP = AP o (D, + ), A5 = AP o (D, + 2u)

here the superscripts denote the differential order and the subscripts enumerate opera-
tors of equal order. Further, there are two operators

AP = ATV o (D, + ), AP = APV o (D, + (n = 2)u)
for any odd n > 5 and there are four operators

AW = A" 6 (D, + ), A = AV o (D, + 2u),

A =AY o (D, + (n — 3)u), Al = A0V o (D, + (n — 2)u) (13)
for any even n > 6. These operators are homogeneous w.r.t. the weights |u| = |D,| = 1,

hence the weights coincide with the differential orders.
None of these operators is Hamiltonian, so the brackets {{, }} ) are reconstructed

from the vanishing bracket for A( ) by using the chain rule (see Proposmon 8); the first
four of them are

{p, &3} 4 = P20 — 1o,

{{p, a3} 4o = 20(Paq — Paz) + Paat — Pl

{p. 4}y = 3(u” + 1) (P2 — Pas) + 3U(Prcq — Plaa) + Do — Pllaaa,

{p. ¥} 4 = 6(u” + 2us) (poq — Ps) + 6U(Pasq — Pl) + 2(Pasad — D) + Pallas — Paala-

It remains unknown whether operators (13), which are factored to products of primi-
tive first order operators with integer coefficients, exhaust all Frobenius operators with
differential polynomial coefficients and homogeneous w.r.t. the weight |u| = |D,| = 1.

Remark 5. One bracket {{, }} 4 can correspond to several Frobenius operators A. For
example, the second structure A5 = —2D3 4 2uD, + u, for the KdV equation deter-
mines the bracket {p, ¢}} AKaV = Pgy — Poq, which is also induced by the operators (10)
and by AP o(D,+ u) see Example 2.6. Actually, this Wronskian-based bracket
(c.f. [18]) is scattered through the text, see Example 5.1. Hence there are fewer brackets
{{, }} 4 than there are Frobenius operators A.

3. COMPATIBILITY OF FROBENIUS OPERATORS

We analyze two types of compatibility of the Frobenius operators. The weak com-
patibility of the operators means that their linear combinations remain Frobenius and
hence their ‘individual’ Koszul brackets are correlated. The strong compatibility of
N operators determines involutive distributions of finite reduced dimension N in the
Lie algebra of evolutionary vector fields; this extends the geometry of affine connec-
tions on super-maniflds to the bi-differential Christoffel symbols, and a flat connection
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is then defined on the vector fields that belong to the distributions. Let us consider
these aspects in more detail.

3.1. The weak compatibility. First recall that any linear combination of two com-
patible Hamiltonian operators is Hamiltonian by definition and hence Frobenius. Exam-
ple 2.5 shows that a Hamiltonian operator can be decomposed to a sum of the Frobenius
operators, e.g., AKV = —% D3 +2-uD, + u,. The decomposition may not be unique
owing to the existence of several linear dependent Frobenius operators that appear in
the splittiong; indeed, AXY can be also obtained using A, = uD, — u,, see (10).

Definition 2. The Frobenius operators Ay, ..., Ay are weakly compatible if their ar-
bitrary linear combinations A; = Zlel M\ A; are Frobenius for any A € RPY. The

operators are weakly compatible at a point Xo € RPV if Ay, 1s Frobenius for the fixed
linear combination.

Example 3.1. There are two classes of pairwise weakly compatible Frobenius scalar
operators (8) of first order. The first type of pairs is 72(u) = const - v, (u) with any a;,
az € R and arbitrary functions f;(u), fa(u). The second class is given by coinciding
a1 = ag € R and arbitrary functions (3, B2, 71, and 7».

Proposition 9. The bracket induced in the pre-image of a linear combination Ay =
Zi]\il AiA; of weakly compatible Frobenius operators is

{{7 }}Ei/\iAi = Z Ai - {{ ) }}Az

The proof is by inspecting the coefficients of A? in the quadratic polynomials in \; that
appear in both sides of the equality [Ax(p),AX(q)} = AX([p, q]Ax) upon the Koszul
bracket.

Corollary 10 (Infinitesimal deformations of Frobenius operators). Two Frobenius op-
erators are weakly compatible iff for any p, ¢ € Q'(7) one has

[B(p), A(@)] + [Ala), B(p)| = A([p. dl5) + B(Ip, dla),

which is equivalent to the relation

D) (B) (@) + D) (A)(q) = Da)(B) (1) = De)(A)(p) = A({p, ¢} 8) + B({{p, 1}}4)-

Remark 6. The operators remain Frobenius when multiplied by a constant, there-
fore pass to the projective frame A € RPY of N € N Frobenius operators. Then in
CDiff (Q!(7), »(7)) there is a basis of the Frobenius operators which either are isolated
points or which generate Frobenius cells with a nontrivial topology of attaching the
simplexes together.

An illustration is given by Example 2.5: for & = D3, & = uD,, and & = u, the
curve ARV = (X : 2: 1) is Hamiltonian and the ray Ay = f(u)-(0: 1: —1) is Frobenius.
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3.2. The strong compatibility. Starting with a unique Frobenius operator A; and
using the twisting construction (see Remark 10 on p. 20), one can easily obtain two
Frobenius operators A;, Ay such that [im A;,im As] C im A; and hence the sum of the
images is an involutive distribution. In the meantime, we impose further specification
on the structure of the commutators for images of several Frobenius operators.

Definition 3. The Frobenius operators Ay, ..., Ay are strongly compatible if the com-
mutators of evolutionary fields in the images of any two of them belong to the sum of
the images of all the N operators such that
N
[4i(p), 45(0)] = 4;(94.6)(@)) — Ai(Da,0 () + Z A(T € imA. (14)
=1

In view of the functional arbitrariness of p, g € Ql(ﬂ') in the pre-images of the operators,
we say that the involutive distribution of evolutionary vector fields in the images of
linearly independent operators Ay, ..., Ay has reduced dimension (rank) N.

Let us formulate some properties of the bi-differential symbols F,’fj determined by
strongly compatible operators Aq, ..., An:

(1) For any 4, j, k € [1, N] and 91,1 € Q' (7) of Z-grading 1, we have
@](1#1, ) = (—1 )Wfl\z [¥2lz (_1)\¢1|ZQ'W2\ZQFZ(¢27 Y1) (15)

owing to the Zs-graded skew-symmetry of the commutators. Hence the symbols
Ffj constitute a symmetric bi-differential affine connection on a graded manifold.

(2) The symbols Ffj are not uniquely defined; indeed, they are restricted by the
conditions

ZAk(aA PO = D (@3] + T (p.)) = 0. (16)

(3) By construction, {{, }} 4, = ', for any N and hence a Frobenius operator spans
the distribution of reduced dlmensmn one.

(4) If, additionally, two operators A; and A; are weakly compatible, then their
‘individual” brackets are

{p. ¥4, =T (p.q) + T%(p, q) and {{p, ¢} 4, = T(p.q) + Tii(p. ).

By (15), the bi-differential operators I'}; in (14) incorporate the symmetric Christoffel
symbols of standard affine geometry as the zero order terms. Moreover, put

Vi (4(0) = [Ai(p). A (a)];
then the Jacobi identity
[Ai(p), [A5(@), A ()] + [45(0), [Ar(¥), Ai()]] + [A(¥), [Ai(p), A;(q)]] =0

for the vector fields in the sum of images of the stronly compatible operators is the
flatness condition

(Vi © Vst = Vaytar © Vi) = Vintonastan ) (Ax()) =0 v € Q1(m).

Therefore we obtain a new non-Cartan flat connection of zero curvature on the fibre
bundle of evolutionary derivations. The commutative hierarchies are the geodesics
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w.r.t. this connection as p, ¢ move along the gradients E(c) of the Hamiltonians from
the linear spans of descendants of the Casimirs c.

Remark 7. Although the presence of the flat connection introduced above is self-evident,
it allows to note that the Frobenius operators A determine a flat connection in the
triple (Ql(w), A g(m), A) of two algebras and the morphism. The algebra structure on
A\° g(m) is the Schouten bracket; the multiplication on Q! () is the Lie algebra structure
defined by the Koszul bracket, see (5). Using A, the action of Q*(7) on A® g(7) can be
further extended to the action of A® Q! (7).

A straightforward calculation shows that two operators (8) are strongly compatible iff
they are proportional. We argue that this negative result as well as the apparent absence
of the strong compatibility for the three Frobenius operators for the dispersionless 3-
component Boussinesq equation (see Example 4.1 on p. 15) have a very deep motivation.

Indeed, by definition, the commutator (14) always contains the standard first two
terms in the r.h.s., and they take values in the entire sum of images ), im A, for generic
p,q € Q(m). Hence the commutation relations that determine the Lie-algebraic type
of the involutive distribution in the sum of images of Ay, ..., Ay depend on the linear
subspace S C Q'(7) which we may choose ourselves such that some of the operators
become restricted on their kernels (up to the condition (16)).

Example 3.2 (The Magri scheme). The strong compatibility can be achieved on linear
subspaces of the inverse images of Frobenius operators. This is precisely the case of
the linear span of the ‘gradients’ of the Hamiltonians which descend from the Casimirs
in the Magri scheme, see Theorem 7. Indeed, one has im Ay C im A; whenever both
Hamiltonian operators are restricted onto the descendants of the Casimirs for A, and
hence the commutators (however, which vanish® by the same theorem) belong to the
image of A;. Thus the resolution (4) of the Magri scheme corresponds to the involutive
distributions of reduced dimension two which are regarded as the operator-valued gen-
eralizations of the solvable two-dimensional Lie algebra with the relation [aq, as] = a;.

We conclude that the entire space Q!(7) corresponds to the flows in general po-
sition while the completely integrable bi-Hamiltonian hierarchies determine solvable
(and moreover, commutative) distributions of reduced dimension N = 2.

Conjecture 11. There are Frobenius operators A, ..., Ay such that, by choosing
appropriate subspaces S C Q!(7) in their pre-images, the classical structural theory
of (nilpotent, semi-simple, or solvable) Lie algebras of reduced dimension N can be
recovered for the sum of images of the operators whenever they are restricted on S.

Remark 8 (Frobenius—Lie groups and algebras). The Frobenius recursions are strongly
compatible if the commutators of evolutionary fields in their images belong to the sum
of the images; the definition (14) of the Christoffel symbols remains the same. The
main distinction of the recursions from the Frobenius operators A: Q'(7) — () is
that the recursions always constitute an algebra (which is always a monoid but may not

OFor example, the first and second Hamiltonian structures for KdV are not strongly compatible
unless restricted onto some subspaces of their arguments. On the linear subspace of descendants of the
Casimir f wdx, we have im Ay C im A; and, since the image of the Hamiltonian operator A; is closed,
we have [im Ay, im Ap] C im A;. We emphasize that we do not exploit the commutativity of the flows.
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be a group); the associative composition o: Rec x Rec — Rec determines the structural
relations.

The two multiplications, the composition o and the commutation (14) for strongly
compatible Frobenius recursions are higher differential order extensions of the Lie group
and algebra structures: one can either multiply or commute the same elements of the
linear space Rec.

This conceptual step succeeds the replacement of partial derivatives w.r.t. coordinates
and momenta by the Euler operator 6 /du = 9/0u+-- - in the Hamiltonian evolutionary
PDE. In this sense, Proposition 3 proves the existence of the one-dimensional Frobenius—
Lie algebras.

4. THE BRACKET OF CONSERVATION LAWS

Contrarily to the Hamiltonian case (see Proposition 6), Frobenius operators do not
generally map Q!(€) to sym £ for any explicitly defined equation &; a class of Frobenius
operators that map Q'(€) to symmetries sym &’ of different equations related by sub-
stitutions & — & will be considered in sec. 5. In this section we demonstrate that the
operators A: QY(€) — sym € which do map the appropriate spaces for evolutionary sys-
tems induce the skew-symmetric brackets between the conservation laws n € H"71(&)
and between their generating sections Q!(€). If the operator A is not Hamiltonian (c.f.
equation (1) and Lemma 6), the new bracket [, ] 4 on Q(&) is different from the Koszul
bracket defined in (5) because [, |4 may not satisfy the Jacobi identity. In Example 4.1
we consider weakly compatible Frobenius operators that map Q'(€) — sym & for the
dispersionless 3-component Boussinesq equation (18).

Let € be an evolutionary system and n = pdx+--- € A" 1(€) be a conserved current.
Then its generating section v, = E(p) € Q'(&) is the Euler derivative by Lemma 1.
For any ¢ € sym &, the current ©,(n) is obviously conserved on £ and its generating
section E(9,(p)) equals D,(¢)) + £ (1) by Lemma 2.

Suppose further that there is an operator A: Q'(€) — sym &; operators of this type
are referred as pre-Hamiltonian in [14, 15]. Then for any two conserved currents 1y, 17, €
A"1(E) we set”

def

{m,m)a = Daw(m2) — Dagws) (M),
{; Na: AHE) x APHE) — A™H(E), (17a)
and
[, ¥ala = D) (¥2) = D) (¥1) + Cag) (¥2) = Cagy (1),
[,]a: QYE) x QLE) — QYE). (17b)
Recall that {Hi,Hota = —Damen))(He); for a Hamiltonian operator A we have

(H1, HaY) 4 = —2{H1, Ha} 4. Therefore formula (17b) gives an alternative way to calcu-
late the bracket {{, }} 4, see (9); the equivalence between (9) and (17b) implies nontrivial
identities even for the simplest scalar Hamiltonian operator D,.

"The arising algebra (H"1(£),[, ]4) of conservation laws is a deformation of the Lie algebra of the
Hamiltonians through a pre-Hamiltonian operator A: Q'(€) — sym . This algebra could be called
the “current algebra” if the term were not already in use.
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However, for a non-Hamiltonian operator A the bilinear bracket [, J4 on Q'(&) re-
mains skew-symmetric but, generally, the Jacobi identity is lost for it. So, both the
Koszul bracket [, |4 and the new bracket [, ] 4 lift to the Poisson bracket {, } 4 on the
space H"(7) in the Hamiltonian case, while for a non-Hamiltonian Frobenius operator
that maps Q!'(£) — sym & the two brackets on Q!(€) are different.

Example 4.1. Consider the dispersionless 3-component Boussinesq system [11]
Wy = Uy, U = WWy + Vpy Uy = —UW, — SULW, (18)

which is equivalent to the Benney—Lax equation. In [15], two pre-Hamiltonian matrix
operators Ay, Ag: QY(E) — sym & were found for (18) using a calculation on the ¢*-
covering and in view of the scaling invariance of the system. These operators are

WWy + Vg —3Uz W — UW, Uy
A = | “3u,w —uw, —3wtw, — 4v,w — uu, Uy (19a)

and
(2w? + 4v) D, + ww, +v, —1luw D, — (2u,w + 8uw,) 3u D,
Ay = — | —1luw D, — 3u,w — uw, hy D, + ho v D, |, (19b)
2 3uD, + uy 4v Dy + 20, 2wD,
here hy = —(2uu, + Svw, + 4v,w + 6ww,) and h; = —(3u? + 16vw + 6w?). The

right-hand side of system (18) belongs to the image of each operator: one has (u, vy,
U}t) = A1<]., 0, O)T = AQ(]_, 0, O)T

We note that these two operators are Frobenius.

The respective u-, v-, and w-components of the skew-symmetric bracket {{ , }} 4, in
the inverse image of A; are the bi-differential operators (see Example B.1 on p. 26):

0 3w-(1®Dy— D, ®1)+2w,-1®1 D, ®1-1R D,
3w-(1®Dy — Dy ®1) — 2w, -1®1 u-(1® Dy — D, ®1) 0
D, ®1-1® D, 0 0
D,®1-1® D, 0 0
0 4w-1® Dy —D,®1) D,®@1-1®D, |,
0 D,®1—-1® D, 0
w- (D ®1—-1® Dy) u-(1®Dy; — D, ®1) —2u, -1®1 0
uw-1®Dy — Dy ®1)+2u,-1®1 3w (1® D, — D, ®1) 0
0 0 D, ®1-1® D,

The notation means that the differential operators standing in the first and second
tensor factors act on the respective arguments of the coupling (1 | {{, }a | ¥2).
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The components of the bracket {{, }} 4, associated with the operator A, are

0 3w-1® D, —2wD, ®1+2w,-1®1 —-1® D,
20-19 D, —3wD,®1—-2w,-1®1 2u-(1® D, —D,®1) 0 ,
D,®1 0 0
D,®1-1® D, 0 0
0 dw-1®Dy, —D,®1) —=2-1®D, |,
0 2D, ®1 0
w- (D, ®1—-1® Dy) 1D, —8uD,®1—-2u,-1®1 0
2u, 1014+ 8u-1®D, —uD, ®1  (Sv+6w?)-1®D,—D,®1) 0
0 0 0

The sums of the third and fourth terms in each component of the non-Koszul bracket (17b)
for the operator A; are equal to the standard difference of the first two and do not pro-
duce other addends. The same terms for the bracket [p, ¢]4, are

7, a4, = - -+ 3u(p’q; — pyq”) + 5w(gp"” — pag"”) + 6w(p“q; — ¢°p;)
+ 3w, (¢°p" — p°q") + 2(paq” — 2q3p") + q¢"py — v 4y
[p,ql%, = -+ 8w(p’q, — prq") +3(ppq" — 3¢,0") +¢°py — 'qy

o 9w (gp” — ¢"py) + Julggp” — q"py) + 8u(ggp” — ¢ py)
+ 3ua(¢p" — ¢"p") + 2w(q"py — ¢;p") + 2ulazp” — ¢ upy)
+2(ppq" — p'qy) + 70" — 4, p".
Finally, we recall that system (18) is bi-Hamiltonian. Its first Hamiltonian structure
is given by the operator

[, ql%,

D, 0 0
Ag=1| 0 —4dwD, —2w, D, |,
0 D, 0

which is of course Frobenius. The second Hamiltonian operator for (18) is the linear
combination %Al + Ay. The brackets in the inverse images of Ay and %Al + Agy are
obtained using formula (9), which is not valid for each of the operators A; and A,
separately; for Ag, the u- and v- components of {{, }} 4, equal zero and {{p, ¢} %, =
2(p"ay — pia’).

The Hamiltonian pair (Ao, %Al + Ajy) is the Poisson pencil. We discover that the
three Frobenius operators Ay, A;, and Ay are weakly compatible such that any linear
combination Z?:o A A; is Frobenius again. If no restriction is made upon the subspace
of Q&) and thus the arguments of Ay are generic, the commutators [im A;, im A;],
0 <i<j <2, are not decomposed using (14) w.r.t. the images of the two operators A;
and A; themselves. The problem of decomposition of the commutators w.r.t. the whole
set of the mappings Q'(€) — sym & for (18) is huge and will be discussed elsewhere.

The recursion®

R=Ay0 A7 (20)

8The operator As is ‘first’ and A; is ‘second’ with the lexicographical order w < u < v of their
components in [15]. The Koszul bracket for the nonlocal Frobenius recursion R~ = A; o A;' is
nonlocal unless R~! is restricted onto the image of the first-order operator As.
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for (18) is Frobenius. Indeed, its image is contained in the image of the Frobenius
operator Ay whose induced Koszul bracket [, ], is pushed forward by (11) to [, |r
on sym & using the zero-order operator A; with the local inverse.

5. FACTORIZATIONS OF SYMMETRIES OF LIOUVILLE-TYPE SYSTEMS

In this section we describe an infinite class of Frobenius operators [J and the brackets
{, Joinduced by them. These operators appear in factorizations of symmetries of the
hyperbolic Liouville-type Euler-Lagrange nonlinear systems [4, 32, 33, 34].

To start with, we extend the collection of known Frobenius operators with the one
that factors point symmetries of the non-evolutionary (2 + 1)-dimensional A.-Toda
equation.

Example 5.1 ([19]). The generators of the point symmetry algebra for the ‘heavenly’
Toda equation u,, = exp(—u..) have the form ¢” = 0" (¢(z)) or ¢¥ = [ (¢(y)), where
¢ € C*(R) and

0" =u, + 32°D,, Y=, + 122D, = (z < y)(O). (21)
Clearly, the commutator of any two point symmetries of z- or y-type is a point symmetry
again such that the action of [’s on the spaces of the free functional parameters is given

by the Wronskian, {{¢1, ¢2}tg = ¢1 - (¢2), — (¢1), - Po-

The operators (21) factor the symmetry flows u; = El(qﬁ) on the heavenly equation
ambient with respect to them. This approach to constructing Frobenius operators is
very productive.

Definition 4 ([34]). A Liouville-type system &, is a system {ug, = F(u, uy, uy;2,y)}

of hyperbolic equations which possesses the integrals wy, ..., w,; w1, ..., w; € C*(&L)
such that the relations D,| & (w;) =0 and D,| & (w;) = 0 hold by virtue (=) of &, and
all conservation laws for &, are of the form [ f(z,[w])dz @ [ g(y, [@]) dy.

Example 5.2. The 2D Toda lattices associated with semi-simple Lie algebras [24]
constitute an important class uxy = exp[(K u)l] of Liouville-type systems, here u =
(ul,...,u™). They possess [32] the complete sets of 2m integrals wy, . .., Wy,; Wy, . . ., Wy,
and are integrable iff K is the Cartan matrix. This class is covered by the anzats in

Proposition 12 below.

Remark 9. Consider the Liouville-type systems that possess the complete sets of 2m
integrals: » = m and ¥ = m. By sligtly narrowing the class of these equations, let
us consider the systems &, whose general solutions are parameterized by arbitrary
functions f1(x), ..., f™(x) and g'(y), ..., g™(y). These equations are represented as
the diagrams [17]

@ J® (") @ Jo () 2 g, I @ J®(1%) @ J®(nY),
where 7% and 7Y are the trivial fibre bundles R x R — R such that f, w and g, w

determine their sections, respectively; the first arrow is given by the formulas for exact
solutions and the second arrow is determined by the integrals.
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The (higher) symmetries ¢ of the Liouville-type systems &, are factored by differential

operators L], [J that originate from the integrals for £: we have

p=0((z,[w]),  ¢&=0(e(y, ), (22)

where the sections ¢ and ¢ are arbitrary. In what follows, we show that some of these
factoring operators are Frobenius.

Example 5.3 (e.g., [34]). The integrals of the scalar Liouville equation U,, = exp(2U)
are

W=Up —U? and w=U,, —U>. (23)

z y
The Frobenius operators

O=U,+ 3D, = 4D, " o (&) (24)

w

and O = U, + %Dy factor (higher and Noether’s) symmetries of this Euler-Lagrange
equation. The bracket induced in the inverse image of O is {{p, ¢}}o = p.q — pg. and
similarly for [J.

Example 5.4. Consider the parametric extension of the scalar Liouville equation,

Ugy = exp(2u) - /1 4 4e?u2. (25)
This equation is ambient w.r.t. the hierarchy of Gardner’s deformation of the potential
modified KdV equation, see [17]. The contraction U = U(e, [u(e)]) from (25) to the
non-extended equation Uy, = exp(2U) is U = u + 3 arcsinh(2eu,); it determines the
third order integral for (25) using the one at € = 0, see Example 5.3. However, the
regularized minimal integral of second order for (25) is

w=(1—+/1+4e2u2) /2% + uye /\/1 + 4e2u2; (26)

such that all other z-integrals for (25) are differential functions of (26). The second
integral for (25) is @ = u,, —u; —&* - exp(4u) € ker Dx}g. The operators O = u, + 1D,
and o
12e%uguz, (27)
1+ 422
factor symmetries (22) of (25). We emphasize that operators in the family (27) assign
higher symmetries ¢ = O(¢(z)) of (25) to functions on the base of the jet bundle
whenever e # 0, while the operator [J always determines point symmetries ¢ = [J (é(y))
Both operators [J and O are Frobenius. The bracket {{p, ¢} = p,q — pg, for O is
familiar; the bracket induced in the inverse image of [ is calculated in appendix B.
The surprisingly high differential orders of {{, }}g with respect to its arguments and
coefficients is motivated by the presence of higher order derivatives of u in (27).

U= %(1 + 4€2U§ - 252”351) : Dx + Uy + 482152 - 252“”” +

The scalar Liouville-type equations were studied in [34] and their symmetries have
been further analyzed in [4]. The operators O that factor Noether’s symmetries of
the Euler-Lagrange Liouville-type systems w,, = F(u;x,y) and the brackets {{, }}o
induced by the commutation in their inverse images are constructed in [16]; in what fol-
lows, we discuss this procedure in more detail. The general case ., = F(u, ty, Uy; T,Y)
of the Euler-Lagrange Liouville-type systems is considered in [33], where a version of
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Theorem 13 below is formulated; however, no method for reconstructing the brackets
{, }}o is described there.

Now we construct a class of Frobenius operators [ associated with the factorizations
of symmetries of the Euler-Lagrange Liouville-type systems; moreover, we obtain ex-
plicitly the brackets {{, }}o in the inverse images of [J. This is done by the following
argument.

Proposition 12 ([16]). Let x be a nondegenerate symmetric constant (m x m)-matrix.
Suppose that £ = [[ L dzdy with the density L = —% D /{iju;ug — Hy(u;x,y) is the
Lagrangian of a Liouville-type equation &, = {E(L) = 0}. Let m = 0L/0du, be Dirac’s
momenta [5] and w(m) = (w',...,w") be the integrals for &, that belong to the kernel
of Dy‘ £ Then the adjoint linearization

O=(em)° (28)

of the integrals w.r.t. the momenta factors Noether’s symmetries ¢, of &, which are
given by

¢r =0(6H/w) (29)
for any H = [ H(x, [w])dz.

Sketch of the proof. The assertion follows from

e the structure ¢ = —D; ' (E,(H)) of the generating sections of conservation laws
for hyperbolic systems,
e the correlation

4] . « 0
— = (fWN 5 (PN
ou ( m ) ( v ) dw
between the variational derivatives w.r.t. v and w, and
e the correlation ¥ = kg, between the generating sections of conservation laws

and the Noether symmetries.
O

Corollary 13. Under the assumptions and notation of Proposition 12, the section
p = 0(g(z, [w]))
is a (higher) symmetry of the Liouville-type equation &, for any é= Hpl, ..., 07).

Proof. The proof is standard and analogous to the one for Lemma 4 with the only
alteration in the jet space at hand. Consider the jet bundle over the fiber bundle with
the base R 5 z and the fibers R" with coordinates w!,...,w". By Proposition 12, the
statement of the theorem is valid for any ¢ in the image of the variational derivative;
obviously, the image contains all r-tuples ¢ whose components ¥'(z) € C*®(R) are
functions on the base of the new jet bundle. Now recall that [] is an operator in total
derivatives whose action on functions on the jet space is defined through their restriction
onto the jets of sections w = ¢(x), whence the assertion follows. U

Theorem 14. The operators (28) are Frobenius if the integrals w are minimal.
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Proof. The commutator of two Noether’s symmetries is a Noether symmetry ¢, and
hence the conservation law corresponds to it. The geometry of the Euler-Lagrange
Liouville-type equations &, ~ {F = x'E, (L) = 0} is such that the conservation law
is represented by an integral, D,(H) = 0 on &;,. By assumption, the integrals w that
specify the symmetries ¢’ = D((E’[w]) and ¢" = D(gz?” [w]) are minimal meaning that
any integral is a differential function of them, hence H = H(z, [w]). Let the gauge of
the minimal integrals be fixed. The the factorization (29) for the new symmetry ¢,
follows from Proposition 12. [l

Theorem 14 assigns Frobenius operators to the Euler-Lagrange Liouville-type sys-
tems. By Remark 9, the Frobenius operators [] associated with the exactly solvable
Liouville-type systems &, can be understood as operators on the direct sums of the
infinite jet spaces.

Remark 10 (The twisting construction). Let O be the Frobenius operator (28) deter-
mined by the minimal integrals w of an Euler-Lagrange Liouville-type system. Then
one can produce infinitely many Frobenius operators V such that [im O, im V] C im [J.
Indeed, let w(w) be an equivalent basis of the integrals obtained by a non-degenerate
transformation (the twisting). Then the relation

5 (w) * 5

——(yt 2

ow ( v ) ° 5w

implies that V. =Oo (éfﬂw))* is Frobenius, acting on (0/6w)H [w[w]], and also im V C
im O (actually, the images are isomorphic). Therefore,

100, V(0] = 0(D0 ((£27)" () — Bty () + {05, (€27) (OB,
although the structure of the three terms in the r.h.s. of (14) is not preserved.

The integrals w[m] of the Euler-Lagrange Liouville-type systems &, determine the
Miura substitutions from the commutative Hamiltonian hierarchies B of the Noether
symmetry flows on &, to the completely integrable hierarchies 2 of higher symmetries
of the multi-component wave equations; the potential modified KdV transformed to
KdV by (23) gives a natural example, which is discussed in detail in [16].

The hierarchies share the Hamiltonians H;[m] = H [w [mH through the Miura substi-
tution. The Hamiltonian structures for the Magri schemes of 2 and B are correlated
by the diagram

HO Hl H2

by —— Cb() — O ¢1 —— Oy T ¢2 (hierarchy 91)

1 1 1
D| om Dl iy XD (30)
Bl Bl

Y1 —— Y —— o T g —— ... (hierarchy B).
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The first Hamiltonian structure By = (¢€%)* for 9B originates from the differential con-
straint m = 0L/0u, upon the coordinates v and the momenta m for &,. The higher

Hamiltonian operator Ay for 2 is factored by the Frobenius operator [,
Ay=0oBioO,  k=FkOm)>2

The bracket {{, }}o in the inverse image of U is equal to the bracket {{, } ;, induced
by the Hamiltonian operator Ay and which is hence calculated by formula (9).

The multi-component wave equation s,, = 0 whose symmetries contain the hierar-
chy 2 and such that A; = (¢3)* potentiates the image of the Miura substitution is
not a priori unique. Again, the constraint between the coordinates s and the mo-
menta w for /A determines its first Hamiltonian operator Ay but appears apparently
from nowhere?; the shift of the field or the frozen point argument are customary pro-
cedures here. Our paradoxal conclusion is that the first structure A; = A7 for 2 is
chosen such that A; factors the higher Hamiltonian structure for 28! We thus have

By =00 A 00, K =K(O/())>2,

which specifies the required nonlocalities.

This means that Frobenius operators and the factorizations they provide are helpful
in the bi-Hamiltonianity tests for integrable systems. It is likely that one can reveal
a similar origin of the nonlocal first Hamiltonian structures for the Drinfeld—Sokolov
hierarchies [7] associated with the Kac-Moody algebras whose Cartan matrices are
degenerate.

Example 5.5 (The modified Kaup—Boussinesq equation). Consider an Euler-Lagrange
extension of the scalar Liouville equation [17],

Ay = —éAeXp(—iB), B,y = %exp(—iB). (31)

Denote the momenta by

a=3iB, and b=iA,. (32)
The minimal integrals of system (31) are
w; = —1a? — ay, wy = ab + 2b,

1
such that D,(w;) = 0 on (31), i = 1,2. Hence the operator

* -iB,+D 1A
_ (a,b) _ 1Pz T R
0= () = (TP ),

factors the (Noether) symmetries of (31). The bracket {{, }}o induced in the inverse
image of the Frobenius operator [ is

. BA _ . AB A B _ B A
Wopa=1- (TG,

where J = (¢4, 9¢P) and ¥ = (x4, x?). Thus we have obtained an extension of the
Wronskian-based bracket for the second Hamiltonian structure of KdV, see Remark 5.

9This difficulty of the theory was pointed to us by B. A. Dubrovin (private communication).
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Next, let us choose an equivalent pair of integrals u = wq, v = wy + iw% and consider
a symmetry of (31),

A=A+ (AT ) Be Bi= 2t LB~ M B (3)

Using the constraint (32) between the coordinates A, B and the momenta a, b, we
cast (33) to the canonical form

oM oH oH oH

A = — - - - - _ "
T Sa T T sA Ty T TSR

It is remarkable that the evolution of u and v along (33),

Ut = Ulg + Vg, Uy = (UU);B + Uzza, (34)

is the Kaup—Boussinesq system and (33) is actually the potential twice-modified Kaup—

Boussinesq equation. The right hand side of the integrable system (33) belongs to the
g(a,b)

(u,0)

third Hamiltonian structure AX® = [J* o (EE?})])B))* o O for (34); we have k = 3 and

image of the adjoint linearization [] = ( )* The Frobenius operator [J factors the

KB _ uD, + u, D3 + (2u* +v) D, + L(u? + 20),
5T \DE+ (3uP+v) Dy + 2v, 5(2u D3 4 3uy DE + (Buge + 2uv) Dy + Ugge + (wv),) )

The bracket {{, }}¢ is equal to {{, }} sx», which is given by formula (9):

{00 = {0 W aw = (Z 583 _ EE‘”% ﬁ i) ’

_ 1 {( Dg 0 _ _1(0 D;). : :
where Vi = —3 (uDI D34 D, ), Vo= —3 (Dz wDs ), here we use an alternative notation

for the components of the bracket. Finally, we recall that A; = ( [())x %“‘) is the first

Hamiltonian structure for (34); its inverse A; = /11_1 factors the second Hamiltonian
structure By = o Ay o [ for (33)

Remark 11. A very general construction appears by virtue of the Gardner deformations,
see Example 5.4 and [17]. Let £(u) and £(v) be the extensions of an equation £(0) and
let m.: £(¢) — £(0) be the Miura contraction for ¢ € I C R. The symmetries ¢, €
sym&(p) and ¢, € symE(v) induce the symmetries of £(0) through the contraction,
although the induced flows can be formal sums of infinitely many generators of higher
orders. However, the commutator of the (formal) symmetries is well defined. Hence for
all e(u,v) such that the commutator is lifted to a true symmetry of £(e) we define the
product ¢: (u,v) — pov = e(u,v). Thus we obtain the multiplication MoN = {e} C R
onthesets M = {u}, N = {v} C R. For the Liouville-type Gardner’s extension (25), we
further obtain the product o: (O(x),0(r)) + O(pov) of the Frobenius operators (27)
together with the bracket on their arguments.
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TABLE 1. Hamiltonian ODE and PDE.

No internal structure of a time
point t € R;
Symplectic manifold M?** >

(P 9); .
Components X' of vector fields

X e I(TM*") on M*",

Vector fields X € T'(TM?");
Integral  trajectories (p(t) ,
q(t)) € M*" of the field X;

The Lie algebra (TM*", [, ]) of

vector fields on M?™;
The de Rham differential d;

The de Rham complex;

The space of Hamiltonians ‘H €
> ( M2n);

The cotangent bundle T*M?" >
¢ and its sections ¢: TM?** —
> ( M2n);

The differential dH of a Hamil-
tonian;

Symplectic 2-form w € Q*(M?");

Hamiltonian vector field X4 such
that X'H W= dH,
The Poisson bracket {Hy, Ha} =

w(XHl, XHQ) = XHl 1 ng;

Smooth base manifold M™ and a fibre bundle
m: BT — M.
Infinite jet space J*(m).

Sections ¢ = (p'u], ..., P"[u]) € x(m) =
[(w’ (7)) of the induced fibre bundle.

Evolutionary vector fields 9, € D¥(J>(r)).
Solutions of the autonomous equation u; = ¢.

The Lie algebra g(m) of evolutionary deriva-
tions.
The de Rham differential d = d;, + d¢ split to

horizontal and vertical parts w.r.t. .
The variational bi-complex and the C-spectral

sequence. B
The senior horizontal cohomology H™(7w) > H.

The module 3z = Homgee(arny (5¢(), H"()).

The Euler operator E as a restriction of d¢ onto

H"(), the variational derivative E(H) € .
Hamiltonian operator A € CDiff (5, ») in total
derivatives.

The section ¢ = A(v), ¢ € ().

The Poisson bracket {Hi, Hota = <E(H1),
A(E(Hg))> = D u(Ho)) (H1)-

APPENDIX A. ANALOGY BETWEEN THE HAMILTONIAN ODE AnND PDE.

In Table 1 we track the geometric correspondence between Hamiltonian ODEs and

PDEs; we adapt the parallel to further material and therefore it is forced to remain
incomplete. The distinction between the coordinates and momenta in the PDE frame-

work, which is implemented in section 5 to the (symmetries of ) Euler—Lagrange systems,
is addressed in [5, 16]. The concept of A-coveings over PDE, which is convenient in
practical calculations exposed here, is developed in [14], see Remark 12 on p. 27.

The comments to Table 1 are as follows:

* The sections ¢ = (¢',...

(s'(x),...
the jet space over .
* The evolutionary derivations

Dy = Z Dy ()

L
,8™(s)) of the bundle 7 but their components ¢[u] are functions on

) € T'(m% (7)) “look like” the sections s(z) =

' 0
Ou,
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- 8‘% D, are correlated
u,

and the linearizations (the Frechét derivatives) £, = >

by D, (1) = £u().
T We use the notation Q!(7) = () in agreement with [6].
I A Hamiltonian evolutionary vector field 9 4(4) may not possess a Hamiltonian
H such that ¢ = E(H)!
Now we recall the proofs of auxiliary statements.

Proof of Lemma 2. Suppose A € CDiff (s(m), A()). By multiple integrating by parts,
we transform the expression £a () t0 £ay(s) + Dy 0 A'(¢), where the order of Ay is zero
and A’(¢) € CDiff (5¢(7), A"(7)). Then, using the Leibnitz rule E((¢, F)) = €7, p(1) =
Cr(¥) + £, (F), we obtain E(A(p)) = €Z(A*(1)) + i- () () for any section ¢ € ().
Now let p € A"(7) be a form and put A = ¢,: »(m) — A"(m). The linearization

Ur(p) = Cg(y) (35)

of the image of the Euler operator is self-adjoint, hence we obtain the equality E(¢,(y¢)) =
C:(E(p)) + le() (@), whence Lemma 2 follows. O
)

Recall that we put €4 4(¢) = D,(A) () by definition for any ¢ € g(x) and ¢ € Q* (7
Lemma 15 ([23]). Let A be a matrix operator in total derivatives. Then one has
62,1[11 (¢2) = K*A*,wg <¢1)
for any 1y, .

Proof of Proposition 5. By construction of the Poisson bracket {, }4, we have {H;,
Hota = (A1), E(Hs)) = Daw)(H2) = —Day,)(H1) modulo the exact terms, here

v; = E(H;).
Let ‘H,, Hg, and H, be the Hamiltonians. The Jacobi identity is

HUHas Hata, Hobat+{{Hp, Hy Y a, Ha ta+{{H,, Ha}a, Hpta = — ZSA% A(Ya), ¥s))

= = 2[00 ) + (A (). s} + (4 wa),aawwﬁ»}:o
(36)

Consider the elements of the second sum,

(AP aw,)(Ya)), ¥s) = (s, A(Daws,) (¥a))) = —(A(W¥5), Daws,) (¥a))
—(A(¥g), by, (A1) = =(€5, (A1), A(¥y)) = (by (35))
= — (. (A(¥p)), A1) = —(A(Wy), Ly, A1)
Substituting this back in (36), we obtain

0= = D (D (A)) (), ) + |3 (AW), b, Al ; (V) Ly, A)

O O
—((Da(,) (A)(Va), ¥3) = (D awa) (A))(¥s), V) — (D awy (A)(¥y), a).
Now set a = 3, # = 2, v = 1; thence we have

0= —((Dawn(A)(Ws),¥2) = ((Dagws) (A)(W2), Y1) = (Dawn) (A) (1), ¥3). (37)
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Consider the first summand,

((Dawn) (A))(hs), ¥2) = ((Caws (A¥1))), ¥2) = (A1), €4 4, (¥2)) = (by Lemma 15)
= (A1), Cpe 1y (3)) = (Cas g, (A1), ¥3)
= _<€A,1/12 (A(¢1))>¢3> (383)

Next, the second summand in (37) is

(D aws) (A))(2), 1) = (W1, Caws (A(W3))) = (Cap, (1), Al3)) = = (Al g, (¢1), Z/ését)

Now consider the third term in the r.h.s. of (37),

(D) (A) (1), ¥3) = ((Caws (A(¢2)), ¥s)- (38¢)
Substituting (38) in (37), we finally obtain

(g (A1), ¥3) + (AL 4, (1), 3) — ((Law, (A(12)),13) =0,
whence follows
Cawn (A1) = Lay, (A(Un)) = A(Cy 4, (1) (2)
The proof is complete. U

Proof of Theorem 7. The main homological equality (4) is established by induction
on k. Starting with a Casimir Hy, we obtain

0= [[AQ, 0]] = [[AQ, [[Al, H()M = —[[Al, [[AQ,HUM mod [[Al, AQH =0

using the Jacobi identity (3). Now recall that the first Poisson cohomology H} (7) = 0
is trivial by assumption of the theorem, and hence the closed element [Ay, Ho] in the
kernel of [Ay, -] is exact: [Az, Ho] = [A1, H1] for some H;.

For k > 1, we have

[[Ab [[A2>Hk]]]] = _[[A27 [[Alka’M = _[[AQ’ [[AQka—l]H] =0

in view of the Jacobi identity (3) and [As, As] = 0. Hence [As, Hy] = [A1, Hyi1]
by H} . = 0, and thus we proceed infinitely. 0

APPENDIX B. RECONSTRUCTION OF THE BRACKETS {{-,-}} 4

In this appendix we describe an inductive procedure that assigns the bracket {{-,-}} 4
to a Frobenius operator A, see (5). The bracket may be not contained in our knowledge
that A is Frobenius if, e.g., the operator determines the factorization of symmetries of
a Liouville-type system and has minimal differential order. This is precisely the case of
operator (27), which is used in Example B.2 as an illustration.

For brevity, let us technically assume that A = || >, AY D¥|| is a matrix operator
in D,, where AY € C*°(J*®(x)) =: F(r). Recall that the elements of Q' (7) are naturally
represented as the Cartan 1-forms w =Y /" ¢ - deu’, ¥* € F(7); consequently, we use
the notation 1; for ¢ = (0,...,0,1,0,...,0)T such that w = deu’. Suppose further that

ﬂkerAk ={0} for A= ZAk - DF, (7)
k k
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and hence we encounter no difficulties when resolving inhomogeneous equations A ({{wl,

Vatta) = ¢ wort. {{, }a € CDiff 5)(Q* (), 3¢(w)) bilinear in generic 91,1, € Q' (7).
Let the (yet unknown) bracket be

{{wla ¢2}}A = Z Uk (w1> (w%)ﬁ Ly,
i.jk=1
where cf‘]k € F(m) and the condition C;ﬁ = ﬂk follows from the skew-symmetry of

the bracket. The coefficients ¢} can be nontrivial if the number of unknowns is m > 1,
see Example 4.1.
The base of the algorithm is given by the Jacobi bracket of the Cartan forms dcu?,
d(;uj .
(A1), A(1y)] = Ay, - L), (39)

The choice 1 <4, j < m yields m(m — 1)/2 compatible systems of m equations enumer-
ated by k, which are resolved in view of the nondegeneracy (7) of A. Actually, these
systems are overdetermined whenever the differential order of A is positive and hence
the left-hand sides of (39) and (40), see below, contain higher order derivatives of u
that are not present among the arguments of cfﬁ [u].

The inductive step is made by using the sections 2 - 1; and z” - 1;. We obviously
have

A1), A0 1)) =AY @)D 1) = A8l 14), (40)

0<a/+-4'<a+3

whence the coefficients cfﬁ on the diagonal o + 3 = const are obtained one by one.

Having passed through the diagonal 0 < o+ 3 = const, o > § or a < 3, we check the
condition

[Aw), A =A( > eh-vind) (41)
a+B<const

that terminates the algorithm when holds. The differential order of the bracket {{, }} 4
with respect to its arguments is estimated by calculating the Lie bracket [A(v), A(x)]
and taking into account the Leibnitz rule in the right-hand side of (5a).

Example B.1. The operator A; for the dispersionless 3-component Boussinesq sys-
tem (18) has order zero and its matrix (19a) is nondegenerate; hence the condition (7)
is valid, We reconstruct the bracket {{, }} 4, for this operator performing only one step
of the above algorithm; the terminal check (41) is fulfilled for the arguments ¢ = 1,
and x = 1;. The components of the bracket are

Up, s, = piq" —p"q; + 3wp"q; — pig") + 3w(p’e; — piq”)
+ ppq® — Uy + 2w (p“qy — ") + u(p"q; — prg’),
{p. a}ta, = +ped" — p'a; + 4w(p®ey — pyq”) + pod” — ¥y + 074" — p'qy
{p, a4, = u(p gy — Phg") + 3w (p°qy — pog”) + 2u-(p"q" — p“q")
+w(ppq" — p"qy) +u(p'qy — prq”) +pyq” — p ;.
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The first order operator (19b) is also nondegenerate, and we obtain

{p, alts, = 3wp"q, — pod”) +2wp’ e, — pya”) + 2w (p“q” — p°¢")
+p7¢" —p'a; + 2u(p’ay — prq°),
{p, a}}a, = 4w(p’qy — poa”) +piq" — p"ay + 2(py¢" — '),
{p, a4, = 8v(p°qy — pag”) + Su(p®qy — piq”) + 6w (p"qy — pug”)
+w(pyq" — p'qy) + 2uL(p'q" — 2u.p“q”) +u(p“qy — uphq").
Example B.2. Following the above algorithm and using the package [27], we obtain

the bracket in the inverse image of the Frobenius operator (27): for any p,q € Q'(&f)
we have

{p.aBo =2 (Poate — Polas) — 26"+ (Prwcd — Plaa)
— 12e%. (852u§’:um — 452uiuxm + 452uxu52m + 2UpUgy — umx)
x [1+ 8l + 16e™u; — 287Uy, — 85 Ul uyy] -1, (Pasd — D)
+ (1 + 288wy — 2882 uluy, + 282%u) — 167 Upy — 2880 Uy lp Uy
— 96e%u2, + 3072 0ul’ + 24e5u2 + 24ctuy, + 1408e%ul + 3328c%u®
— 768510u4$umui — 384»381%5uiumC — 230458u?;umuxm + 38468u§ruxumx

— 4608 U5 Uy p Uy + 1602, — 56328 Ul Uy — 1920e%u,,ul + 33283 utu?

+ 512e%2 u? + 384utu?, — 9602 %u u? — 48 uptgne — 30726 00U Uy
43072 %3 ul — 2304e®ultUppe — D76 UB ULy + 2880 Uspu? + 384cBucu3,

+ 6144 %2 ul — 6144 0 uz,ud + 11526%uy,ul 4+ 15366 uy,ub + 1928302 u?
+ 240e%u;, + 1536202 Ul gy — 48e%Uaptiyy)

x [1+96s"u; + 256wl + 256e°us + 4eul, — 48 uluy, + 32%u, u’

— 42U, — 25668ufcum + 64e8utu? — 19256umui + 16521@] - (pxq — pqx).

xr TTrT

The two underlined units correspond to the bracket p,.q— pg, in the inverse image of the
operator Ll = U, + %Dx that factors symmetries of the Liouville equation U,,, = exp(2U/)
at e = 0.

Remark 12. The classification problem for the Frobenius operators A and the task of
reconstruction of the associated brackets {{, }} 4 can be performed using any software
capable for calculation of the commutators, e.g., [20, 27] designed for symmetry anal-
ysis of evolutionary (super-)PDE. The implementation of technique of the A-coverings
[14] is extremely productive here; see [20] for numerous examples. In our case, it
amounts to ‘forgetting’ the functional structure of Q!(7) and treating this module as
a jet (super-)bundle over J*(w), see [14] for details. Hence, instead of calculating
D, (¢[u]) for ¢ € Q(7), one introduces the variable 1, and so on, setting the deriva-
tives D,(1) in the Koszul bracket to zero, see (5). Consequently, only the derivatives
of coeficients of the operator A contribute to the left-hand side of (5a) while its right-
hand side becomes A({{1)1,%2}} 4). This is the structure of equations (39-40). Also, the
nature of the assumption (7) becomes clear: indeed, thus we require the nondegeneracy
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of the operator A on bi-differential functions of 11, ¥, and of their derivatives instead
of differential functions of the dependent variables wu.
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